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In the geophysics of oil exploration and reservoir studies, the surface seismic method is the 
most commonly used method to obtain a subsurface model in 2 or 3 dimensions. This method 
plays an increasingly important role in soil investigations for geotechnical, hydrogeological 
and site characterization studies regarding seismic hazard issues.

The goal of this book is to provide a practical guide, using examples from the field, to the 
application of seismic methods to surface imaging. 
After reviewing the current state of knowledge in seismic wave propagation, refraction and 
reflection seismic methods, the book aims to describe how seismic tomography and fullwave 
form inversion methods can be used to obtain seismic images of the subsurface. Through 
various synthetic and field examples, the book highlights the benefit of combining different 
sets of data: refracted waves with reflected waves, and body waves with surface waves. With 
field data targeting shallow structures, it shows how more accurate geophysical models can 
be obtained by using the proposed hybrid methods. Finally, it shows how the integration of 
seismic data (3D survey and VSP), logging data (acoustic logging) and core measurements, 
combined with a succession of specific and advanced processing techniques, enables the 
development of a 3D high resolution geological model in depth.
In addition to these examples, the authors provide readers with guidelines to carry out these 
operations, in terms of acquisition, as well as processing and interpretation.

In each chapter, the reader will find theoretical concepts, practical rules and, above all, 
actual application examples. For this reason, the book can be used as a text to accompany 
course lectures or continuing education seminars.

This book aims to promote the exchange of information among geologists, geophysicists, 
and engineers in geotechnical fields. 
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Foreword 1

J.-L. Mari, M. Mendes

Based on their experience in geophysics as applied to the oil and gas industry, and in 
the geotechnical field, the authors have set out to explain how conventional seismic 
methods used in deep exploration geophysics for imaging can be applied to certain 
geotechnical and hydrogeological surveys, and to site characterizations in the frame-
work of seismic hazard studies. After reviewing the current state of knowledge in 
seismic wave propagation, refraction and reflection seismic methods, the book aims 
to describe how seismic tomography and full waveform inversion methods can be 
used to obtain seismic images of the subsurface. The book highlights the benefit of 
combining different seismic methods through various synthetic and field examples. 
In addition to these examples, the authors provide readers with guidelines to carry 
out these operations, in terms of acquisition, as well as processing and interpretation.

The authors thank Hervé Chauris, Béatrice Yven and Michel Hayet for their contri-
butions to this book.

Many thanks to Jim Johnson and Katell Guernic from Tamarin (www.tamarin-
text.com) for the English revision of the book.

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
DOI: 10.1051/978-2-7598-2351-2.c001
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Introduction 2

J.-L. Mari, M. Mendes

In the geophysics of oil exploration and reservoir studies, the surface seismic method 
is the most commonly used method to obtain a subsurface model in 2 or 3 dimen-
sions. This method plays an increasingly important role in soil investigations for 
geotechnical, hydrogeological and site characterization studies regarding seismic 
hazard issues.

This book is neither a basic introduction nor a theoretical study of seismic imaging. 
Its goal is to provide a practical guide, through the use of examples from the field, 
to the application of seismic methods to surface imaging.

After reviewing the current state of knowledge in seismic propagation, refraction 
and reflection seismic methods, the book aims to describe how seismic tomography 
and full waveform inversion methods can be used to obtain seismic images of the 
subsurface. The book highlights the benefit of combining different seismic methods 
through various synthetic and field examples.

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
DOI: 10.1051/978-2-7598-2351-2.c002
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The tomographic approach is well adapted to seismic data imaging. The main focus 
of seismic tomography is to explore the sensitivity of selected seismic phases to 
different geological structures to obtain high quality depth or time images of the 
subsurface. Traditionally, depending on the input data, seismic tomographies fall 
into three main categories: transmission tomography, reflection tomography and 
diffraction tomography. The results of seismic tomography, known as tomograms, 
may even provide useful input data for further processing as pre or post-stack seis-
mic migrations or inversion techniques. Here, the seismic tomography tools are effi-
ciently used for processing multiple marine and land field datasets, acquired with 
different types of geometry: surface, cross-hole and vertical seismic profile (VSP). 
This diversity of field examples, in terms of scales and geometries, helps to show the 
application of seismic tomography in wide near-surface studies such as geotechnics, 
hydrogeology or site characterization.

Full Waveform Inversion (FWI) is an advanced seismic imaging method. The tech-
nique is simple: the objective is to obtain a model (velocity, density, and possibly 
anisotropy and attenuation) of the subsurface in which the synthetic shot gath-
ers best fit the observed data. The results are quantitative in the sense that, for 
example, the velocity images are expressed in m/s. Beyond the apparent simplic-
ity there are a number of challenges regarding the applicability of the method. 
The objectives of the chapter are (1) to provide the main elements of the formal-
ism and (2) to indicate the applicability of the method as well as the strategy to 
be developed for successful results. The method is illustrated using 2D synthetic 
data in a geotechnical context, demonstrating that the practical aspects are essen-
tial. Two real data examples extracted from the literature are used to illustrate the 
value of the approach. We give particular attention to understanding the challenges 
raised by FWI.

With field data targeting shallow structures, we show how more accurate geophysi-
cal models can be obtained by combining different datasets: refracted waves with 
reflected waves, and body waves with surface waves. The proposed hybrid methods 
investigate the sensitivity of more than one type of wave to different geological 
structures or mechanical properties, benefiting from the advantage of several exist-
ing types of waves, in the same data set. This strategy is shown to be of interest, since 
it can be implemented without increasing the cost of seismic data acquisition, and 
the seismic data can be processed using standard procedures. A first example refers 
to a refraction-reflection imaging strategy with the capability to evaluate reflectiv-
ity information starting from the surface. One drawback of reflection processing 
is that the reflectivity model starts a few meters below the surface, depending on 
the first offset. The upper region can be modeled through the use of refraction 
data velocity models. A next step is to build continuous and accurate extended 
reflectivity information putting together both images. Thus, this hybrid tool is very 
useful for providing information about the reflectivity for targets located in the near 
and/or very near surface. A second field example proposes a strategy for imaging 
with refraction and surface waves. This hybrid seismic method combines knowledge 
about the P-wave velocity provided by the refraction arrivals and the S-wave velocity 
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distribution through the surface wave data. The distributions of both velocities 
allow a better definition of a hydrothermal system, such as subsurface gas pathways 
consistent with degassing.

Finally, we show how the integration of seismic data (3D survey and VSP), logging 
data (acoustic logging) and core measurements, combined with a succession of 
specific and advanced processing techniques, enables the development of a 3D high 
resolution geological model in depth.
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Wave propagation 3

J.-L. Mari

Seismic prospecting consists of the generation of very low-amplitude artificial earth-
quakes at predetermined times and positions. The seismic disturbances generated 
by a seismic source are recorded by a seismic receiver spread. The acquisition geom-
etry is defined by the distribution of the source spread and the receiver spread.

The following elements are needed to observe the propagation of seismic, acoustic 
or elastic waves:

1. A source spread. The source is a device capable of producing a deformation in a 
medium. In land acquisition, it can be an explosive charge (dynamite), a weight 
dropper or a vibrator. In marine acquisition, it can be an air gun, a sparker or a 
vibrator. Seismic energy radiated by the source is split between body waves (com-
pressional and shear waves) and surface waves.

2. A physical medium defined by its geometric and mechanical characteristics. Here we 
consider the geological formations defined by the following mechanical properties:

• Propagation velocity of the compressional P-waves in the rock: VP (expressed 
in m/s),

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
DOI: 10.1051/978-2-7598-2351-2.c003
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• Propagation velocity of the shear S-waves in the rock: VS (expressed in m/s),
• Density ρ (expressed in g/cm3 or kg/m3),
• Quality factor Q which characterizes the ability of the rock to absorb seis-

mic energy: a higher value indicates lower absorption of seismic energy. 
Sedimentary rocks have a Q value ranging from about 10 to several hundred.

3. An elastic deformation of the medium after the initial shaking caused by the 
source. A deformation is considered elastic when the medium returns to its 
original state after the causes of deformation have disappeared, i.e. when the 
medium has not been damaged by the wave passing through it.

4. A receiver spread. Which must be capable of recording the deformations gener-
ated by the source after propagation in the geological medium:

• Either by variations in the displacement, velocity or acceleration of particles 
(geophones, accelerometers),

• Or by pressure variations (hydrophones).

 Table 1.1   Seismic velocities and densities, and mechanical moduli (after Lavergne, 1989).

Type of rock 
or medium

P-velocity
VP (m/s)

S-velocity
VS (m/s)

Density
ρ (g/cm3)

Weathered rocks 300 – 700 100 – 300 1.7 – 2.4

Dry sands 400 – 1200 100 – 500 1.5 – 1.7

Wet sands 1500 – 4000 400 – 1200 1.9 – 2.1

Clay 1100 – 2500 200 – 800 2.0 – 2.4

Marl/shale 2000 – 3000 750 – 1500 2.1 – 2.6

Sandstone 3000 – 4500 1200 – 2800 2.1 – 2.4

Limestone 3500 – 6000 2000 – 3300 2.4 – 2.7

Chalk 2300 – 2600 1100 – 1300 1.8 – 2.3

Salt 4500 – 5500 2500 – 3100 2.1 – 2.3

Anhydrite 4000 – 5500 2200 – 3100 2.9 – 3.0

Dolomite 3500 – 6500 1900 – 3600 2.5 – 2.9

Granite 4500 – 6000 2500 – 3300 2.5 – 2.7

Basalt 5000 – 6000 2800 – 3400 2.7 – 3.1

Coal 2200 – 2700 1000 – 1400 1.3 – 1.8

Water 1450 – 1500 – 1

Ice 3400 – 3800 1700 – 1900 0.9

Oil 1200 – 1250 – 0.6 – 0.9

First Lamé parameter  λ ρ= −( )V VP S
2 22

Shear modulus (or second Lamé parameter)  µ ρ= VS
2

Poisson’s coefficient  σ γ
γ

= −
−( )

2

2

2
2 1

  where  γ =
V
V

P

S

Young’s modulus  E VP=
−( ) +( )

−
ρ

σ σ
σ

2 1 2 1
1

Bulk modulus  K V VP S= −( )ρ 2 24
3
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1. Wave propagation

Table 1 shows the range of values of propagation velocities, VP and VS, and the 
densities of principal rock types. It also gives the expressions of the main mechanical 
modules (Poisson’s coefficient, Young’s modulus…).

1.1 Seismic wave equation

In seismic prospecting, the energy generated by the seismic source is relatively weak 
and the medium can be considered as elastic, obeying Hooke’s laws. For small 
deformations, each stress tensor (σi,j) is a linear combination of the elements of 
the deformation tensor (εi,j). The constants of proportionality for a homogeneous 
and isotropic medium are Lamé’s constants λ and m. The parameter m is termed the 
shear modulus. The displacements Ui (components of the displacement vector) that 
are observable at all points within the medium and, particularly, on the surface are 
solutions to the wave equation. In a three-dimensional rectilinear frame of reference 
(xi, i=1 to 3) the wave propagation in the x-direction is written as:

ρ σ
∂
∂

= ∂
∂ ( )

=
∑

2

2
1

3U
t x

i

j
i j

j
,

with: σ λ ε δ µ εi j
k

k k i j i j, , , ,=








( ) + ( )

=
∑

1

3

2  stress

 εi j
i

j

j

i

U
x

U

x, =
∂
∂

+
∂
∂











1
2

 strain

where δi j,  are the Kronecker symbols:

δi j

i j

i j, =
=
≠





1

0

For each element of the stress tensor (σi,j) the first index i indicates the stress compo-
nent in the reference system (xi, i=1 to 3); the second index j is the surface undergo-
ing the stress, the surface being defined by its normal in the reference system.

All waves (body waves and surface waves) are solutions to the wave equation. The 
compressional P-waves correspond to longitudinal vibrations which, at every point 
in the medium, have a particle motion parallel to the direction of propagation 
(Figure 1.1-a). The propagation velocity for compressional waves is equal to:

VP
2 = (λ + 2m)/ρ

The shear S-waves correspond to transverse vibrations which, at every point in 
the medium, have a particle motion perpendicular to the direction of propagation 
(Figure 1.1-b and c). The propagation velocity for shear waves is equal to:

VS
2 = m/ρ
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A

B

   (a)    (b)    (c)

 Figure 1.1   Schematic representation of the particle displacement induced by body-
waves traveling in a solid medium, (λ) is the wavelength: A – plane body-
wave (a) P-wave, (b) SV-wave, (c) SH-wave. (Adapted from Alsadi, 2017); 
B – propagation and vibration directions for body waves (a) P-wave, 
(b) SV-wave, (c) SH-wave (after Ensley, 1985).
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Shear waves do not propagate in fluids. The ratio VP/VS is independent of the forma-
tion density so allows the calculation of Poisson’s ratio which is used to differentiate 
unconsolidated rocks (Poisson’s > 0.35) from consolidated rocks (Figure 1.2).

 Figure 1.2   Poisson’s ratio.

In the three-dimensional reference system (x, y, z), the x-direction (horizontal) 
and the z-direction (vertical) represent the vertical plane of the acquisition profile, 
which contains the source and the receivers and is oriented perpendicular to the 
main axis of the structure. If the structure has no lateral variation in the y-direction, 
the structure is said to be cylindrical; variations in displacements along y are zero. 
On the assumption of a cylindrical structure, the propagation directions of all waves 
are contained within the plane of the acquisition profile. Particle displacements of 
the P-waves are in the (x, z) plane. S-wave particle motions are either in the plane 
of the profile – called SV-waves (vibrations in the vertical plane) – or perpendicular 
to the plane of the profile, called SH-waves (vibrations in the horizontal plane). The 
vibration and propagation directions of the various wave types, P, SV and SH-waves, 
are illustrated in Figure 1.1-B.
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 Box 1.1   Snell’s law. Angular relationships between incident, reflected and transmitted 
rays for the various wave types in the case of an incident compressional wave 
with a wave-front perpendicular to the plane of the diagram. Particle motion 
is represented schematically (after Lavergne, 1989).

When a P or SV-wave strikes an interface at an angle of incidence not equal to 
zero, four waves are generated: two transmitted (one P and one SV-wave) and two 
reflected (again, one P and one SV-wave). The angular relationships between the 
propagation directions of each of these waves are given by Snell’s law (Box 1.1).

The creation of an S-wave from a P-wave, or vice versa, is a phenomenon called 
mode conversion. For cylindrical structures, SH-waves propagate without mode 
conversion. Box 1.2 gives the wave equations associated with particle displacements 
(u, v, w) observed in the (x, y, z) directions for a seismic profile oriented in the 
x-direction and perpendicular to the axis of a cylindrical structure on the y-axis.

Particle movements in the y-direction, associated with SH-waves, are governed by 
a simple equation involving only the displacement v along y and the velocity VS, 
hence there can be no mode conversion (Box 1.2, Eq. (2)). Equations are more 
complex for the u and v displacements associated with the propagation of P and 
SV-waves (Box 1.2, Eq. (1)).

The wave equation may be used to calculate synthetic seismograms that are 
the response of the subsurface to an excitation. For a distribution of velocities 
(VP and VS) and densities ρ, a synthetic seismogram can be calculated for a given 
acquisition geometry. The synthetic seismogram can be compared with an actual 
field record registered with the same geometric parameters (source and receiver 
positions). The distribution of velocities and densities can be updated so that an 
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optimum fit between the synthetic and the field data is obtained. This procedure is 
called full waveform inversion (FWI). FWI is discussed in a specific chapter (chap-
ter 5). The wave equation is used in specific processing procedures such as tomog-
raphy and migration.

 Box 1.2   Wave equation for a 2D seismic profile.

Works such as Achenbach (1973), Dobrin (1988) and Quiblier (1997) should be 
consulted for more complete information on synthetic seismogram calculation.

1.2 Seismic methods

When P or S-waves strike the interface at the critical angle ic, head waves or 
refracted waves are generated. This only occurs when a wave perturbation passes 
from a medium with velocity Vi to another with velocity Vi+1 which is greater than 
Vi and at the critical angle given by sin(ic ) = Vi / Vi+1.

The critical angle ic is the criterion for differentiating the various seismic methods 
associated to body wave propagation (Box 1.3):

• i<ic : the method is seismic reflection
• i=ic : the method is seismic refraction
• i>ic : the method is wide angle reflection. In wide angle reflection there is no 

transmitted energy, only reflected.
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 Box 1.3   The various types of seismic surveying. At distances equal or greater than the 
critical distance, refracted waves or wide-angle reflections can be captured 
from the reflector.

In addition to the body waves generated by a surface seismic source, which propa-
gate through the subsurface, surface waves also propagate through the earth with 
their energy concentrated near to the surface. Surface waves, which are mainly sensi-
tive to the shear modulus, do not represent a new wave type; they are interference 
phenomena resulting from body waves (Figures 1.3-a, b). Travelling only within a 
few seismic wavelengths from the surface of a solid, the lower the frequency of a 
surface wave, the deeper its penetration depth into the earth. Therefore, in the same 
medium, waves of different wavelengths affect different depths (Figure 1.3-c).

These waves, which usually exhibit larger amplitudes and lower frequencies than body 
waves, are used in civil engineering to determine the mechanical parameters (shear 
velocity and shear modulus) of the first tens of meters below the ground surface.

Among surface waves, which are the main component of ground roll, there are two 
classes of great interest to characterize the shallow near surface:

a) Rayleigh waves, (R-waves) – travel on the free surface of a semi-infinite solid 
medium. They are generated from the interference of multiple reflections of P 
and SV-waves. The particle motion has a retrograde elliptical orbit travelling 
in a vertical plane parallel to the propagation direction, this is polarized in a 
vertical plane through the propagation direction. The minor axis of the ellipse 
is parallel to the wave motion direction and equal to two-thirds of its major 
axis (Figure 1.3-a). On the surface of a solid medium with a Poisson’s ratio of 
ν = 0.25, the Rayleigh waves travel with a velocity VR, which is slightly lower 
than shear wave velocity VS, VR = 0.92VS.
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If the semi-infinite medium is overlain by a low-velocity surface layer, as occurs 
in the field where a weathered layer is present, the elastic constants change with 
depth, and long wavelengths travel faster than short wavelengths, depending on 
the elastic properties at greater depths. Such conditions alter some of the wave 
characteristics and the surface wave is referred to as a pseudo-Rayleigh wave. In 
this case, the harmonic components of longer wavelengths (lower frequencies) 
travel faster, and different wavelengths sample different depths in the earth and 
the propagation velocity can be strongly frequency-dependent (dispersion). The 
degree of dispersion is a measure of seismic wave velocity as a function of depth 
and can be used to calculate the thickness of surface layers.

b) Love waves, (L-waves) – develop only if a horizontal low-velocity layer lies over 
a solid elastic semi-infinite medium. These waves consist of multiples reflections 
of SH-waves while trapped in the horizontal layer. Particle motion is transverse 
and horizontally polarized (Figure 1.3-b). Since the vertical component does not 
exist, Love waves are not detected by the vertical geophones. Velocity is close to 
S-wave velocity in the subsurface medium for very long wavelengths; and close 
to that of the surface layer for short wavelengths. Therefore, these waves always 
exhibit dispersion and the propagation velocity increases with the period of the 
harmonic component.

     
(c)

 Figure 1.3   A depiction of the displacement induced by plane surface waves. 
Wavelength (λ): (a) Rayleigh waves; and (b) Love waves (adapted from Alsadi, 
2017); (c) geometrical dispersion of Rayleigh waves associated with short (λ1) 
and long (λ2) wavelengths. (Adapted from Socco and Strobia, 2004).
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The processing classically applied to surface waves is based on spectral analysis and 
involves two steps. The first step is the construction of a dispersion curve (a plot 
of phase-velocity against frequency). A large number of techniques are available, 
which can be classified into two main classes: frequency–wavenumber or spatial 
auto-correlation. The next step aims to obtain shear wave velocity (i.e. stiffness) 
profiles as a function of depth and horizontal position along the seismic survey line. 
The profiles are calculated using one of the two iterative purposes: matching the 
experimental dispersion curves to a theoretical curve derived from forward analyti-
cal modeling or an automatic least-squares approach.

A field example of surface waves processing is provided in chapter 6.

1.3 Example of field records

A seismic spread is composed of a source spread and a receiver spread. In 2D seis-
mic surveys, the sources and receivers are located on the same line which defines 
a 2D seismic profile. In 3D seismic surveys, the sources and receivers are usually 
located on 2 orthogonal lines: a line of sources and a line of receivers.

The relative positions of the sources and receivers define the acquisition geometry.

A seismic record is a set of seismic traces recorded at different receiver positions. The 
seismic trace represents the vibrations of the ground due to wave propagation gener-
ated by a seismic source. A geophysicist is able to identify the different seismic waves 
from a field record. For a simple geological model (a single horizontal layer over 
an infinite substratum), the arrival times T of the different body waves observed 
at a distance X from the source are given by simple T-X equations (T-X curves). 
Figure 1.4-a shows, for a line of receivers, different possible locations of source 
points. The distance between 2 geophones on the seismic line is 2 m. If the source 
point (green dots) is located at the extremities of the receiver spread, the spread is 
called an end-on spread and the shot is an in-line shot (2D). If the source point 
(yellow dots) is located on a line perpendicular to the receiver line, the spread is 
called a cross-spread and the shot is a cross-line shot (3D). The distance between 
the source position and the receiver position is called the Offset X. An offset can be 
decomposed in an in-line offset x, and a cross-line offset y, such that:

X2 = x2 + y2

If y = 0, and if x = 0 corresponds to the middle of the line of receivers, the spread is 
called a split-dip spread, and the shot is a split-dip in-line shot (2D).

Body waves can be differentiated by their T-X curves. Figure 1.4-b shows the ray 
paths and the T-X curves associated to the direct wave, refracted wave and the 
reflected wave. The arrival times of a surface wave are locally approximated by linear 
equations. Figure 1.4-c shows an in-line shot obtained with an end-on spread with 
the identification of the different waves. Figure 1.5 shows a cross-line shot obtained 
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with a cross-line spread. In this figure, the horizontal axis represents the in line 
offset x, consequently the waves appear with a hyperbolic shape on the T-X diagram.

a

b

c d

 Figure 1.4   Seismic spreads (a), T-X curves (b), In-line shot (c), Cross-line shot (d).

Figure 1.5 shows examples of 2D shot points with split-dip spreads (top) and 
end-on spreads (bottom). For the end-on spread, the 2 shots are obtained with the 
source located at the 2 extremities of the receiver line. One shot is called a direct 
shot, the other a reverse shot.

Figure 1.6 shows examples of 3D shot points with cross spread, the cross-line offset 
varying between 0 and 40 m. With a lateral offset of 40 m, reflected events are 
clearly visible, as indicated on Figure 1.4-d.
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 Figure 1.5   2D shot points (top: split dip spread, bottom: direct and reverse end-on 
spreads).
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 Figure 1.6   3D shot points (cross-spread with cross-line offset ranging from 0 to 40 m).

In marine surveys, raw data can be presented in shot point gathers as for land acqui-
sition. Another method of viewing the data is the constant offset section. For each 
shot, a trace at a given offset is selected. The set of constant offset traces is called a 
constant offset section. Figure 1.7 is an example of a constant offset section. The first 
event, named Primary, is the sea bottom reflected wave. The water bottom generates 
a very characteristic multiple, called a water-bottom multiple (labeled ‘Multiple’ 
on the Figure). A multiple reflection is an arrival that has been reflected several 
times (generally an odd number of times) during its travel path in the subsurface. 
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Multiple reflections are produced within the rock layers due to laminations of the 
rock formations, giving rise to internal multiples.

 Figure 1.7   Marine constant offset section (data provided courtesy of Craig Fullthorpe, 
University of Texas).

Other notable spurious arrivals on the records are diffractions. A seismic diffraction 
is produced when the seismic wave impinges on an angular point or heterogeneity 
of a size that is less than the wavelength of the incident wave. The heterogeneity 
or point diffractor radiates energy in all directions. On a seismic record, the point 
diffractor appears across different traces as a hyperbolic alignment. Figure 1.7 shows 
diffracted waves due to the heterogeneity of the sea bottom.

1.4 Wave separation

Direct and refracted arrivals have linear time-distance curves, reflection events are 
hyperbolas to a first approximation (Figure 1.4-b). The time-distance curves of 
surface waves can be treated as locally straight lines. Diffractions have a hyperbolic 
time-distance curve.

Locally a wave can be characterized by its:

• period T expressed in s or ms,
• apparent velocity Va = Δx / Δt. The quantity Δt is the difference in arrival times 

of the wave at various receivers at a distance Δx apart.
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The wave can be characterized equally well by its:

• frequency f, expressed in Hz (or in cycles/second),
• Wavelength λ, expressed in m, and
• Wavenumber k, expressed in cycles/meter (c/m).

Frequency is the reciprocal of the period T ( f = 1/T ). Wavelength is the distance 
traveled by a wavefront during a time equal to the period T (λ = VT =V / f, V being 
the propagation velocity). Wavenumber k is related to the wavelength λ in the same 
way that frequency f  is related to the period T (k=1 / λ).

Velocity V can be expressed in the time-distance domain (t, x) or in the frequency – 
wavenumber domain ( f, k): V = x / t = f /k.

The translation from the (t, x) domain to the ( f, k) domain and vice versa is accom-
plished by the forward and inverse Fourier transforms. The amplitude representa-
tion of a (t, x) record in the ( f, k) domain is called a two–dimensional amplitude 
spectrum.

Waves can be separated by different filters (Mari, 2015) such as:

• Frequency filter ( f  ),
• Wavenumber filter (k),
• Apparent velocity filter in the ( f, k) domain (Va = f /k).

Other filters can also be used, such as:

• SVD (Singular Value Decomposition) filter,
• polarization filter,
• …

Figure 1.8 shows an example of an in-line shot point obtained with an impulse 
source. The receiver spread is composed of 48 single geophones. The distance 
between 2 adjacent geophones is 5 m. The time sampling interval is 0.25 ms and the 
recording length is 0.5 s. The data are presented both in the time distance domain 
and in the frequency - wavenumber domain. The wave separation is done in the 
( f, k) domain by apparent velocity filters.

The 2D amplitude spectrum of the raw data (Figure 1.8-a) shows that some of 
the energy is located in the negative wavenumbers. The waves associated with this 
energy propagate with negative apparent velocities.

The main energetic wave fields are the direct waves, and the low and high apparent 
velocity pseudo-Rayleigh waves (Figures 1.8-b and c). Figure 1.8-d shows the wave-
field associated with negative wavenumbers. These waves are converted refracted 
waves. The refracted wave is shown in Figure 1.8-e. The reflected waves, shown in 
Figure 1.8-f, are characterized by small wavenumbers and, consequently, very high 
apparent velocities.
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a b c

d e f

 Figure 1.8   wave separation - In line shot point (a) raw data, (b) direct wave and slow 
Rayleigh wave, (c) fast Rayleigh wave, (d) converted refracted waves, 
(e) refracted wave, (f) reflected waves (Normalised displays).

Figure 1.9 is an example of wave separation by wavenumber filters. The example 
shown is based on a VSP (Vertical Seismic Profile; Mari and Vergniault, 2018) data 
set. From top to bottom, this figure shows:

• Raw data,
• Downgoing wavefield associated with positive wavenumbers,
• Upgoing wavefield associated with negative wavenumbers.



33

1. Wave propagation

 Figure 1.9   wave separation - VSP data. From top to bottom: raw data, downgoing 
wavefield, upgoing wavefield.
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1.5 Conclusion

In summary, a seismic record contains:

• direct arrivals,
• refracted waves,
• surface waves,
• reflected waves,
• diffractions,
• multiples, and
• noise unrelated to the seismic shot.

The various waves can be categorized according to their characteristic properties. 
One of the most distinguishing properties is a wave’s time-distance curve. The 
acquisition geometry and the type of seismic survey must be taken into considera-
tion. The waves can be separated by filters such as ( f, k) filters in the ( f, k) domain.
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Q U A L I T É

GÉOPHYSIQUE APPLIQUÉE2
Refraction surveying 4

J.-L. Mari

Seismic refraction was the first technique used in oil exploration. During the 1920-
1960s, the refraction method allowed the detection of salt domes in the United 
States, the mapping of large extend structures in Iran, and oil field discoveries in the 
Algerian Sahara. However, from the 1930s seismic reflection became the predomi-
nant seismic method and the refraction method was used for the computation of 
static corrections.

Today, the refraction method provides a quick reconnaissance-mapping tool for 
delineating near-surface velocity structures and/or their associated static correc-
tions. It requires only the measurement of the arrival times of first arrival waves 
(direct and refracted waves) to provide a geological model, whereas the reflection 
method requires a complete processing of the recorded wavefield. The picking of 
first arrivals is much easier than the identification and picking of other events.

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
DOI: 10.1051/978-2-7598-2351-2.c004
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Seismic refraction is currently used in civil engineering and hydrogeology for 
targeted depths of less than 300 m (Mari et al., 1999). The method is particularly 
suited for the following studies:

In civil engineering:

• Preliminary studies for construction sites,
• Determination of the near surface structures,
• Rock mechanics (rippability, Poisson’s ratio),
• Search for cavities.

In hydrogeology:

• Highlighting channels carved in bedrock,
• Highlighting fractured areas in bedrock,
• Measurement of water table depth.

2.1 Refraction surveying: Plus-Minus 
and GRM methods

Refraction-based velocity estimation of the subsurface is conventionally carried out 
using well-known methods, such as the Hagedoorn’s Plus-Minus method (1959) 
or the generalized reciprocal method (GRM) proposed by Palmer (1986), which 
provides simple models of the subsurface defined by refractors with simple geom-
etry and a relatively constant velocity distribution. The GRM method is widely 
used in refraction prospecting (Ge et al., 2010). It assumes that first arrivals only 
originate from critical refraction and lateral continuous refractors with relatively 
simple velocity distributions. The method becomes less accurate as subsurface vari-
ability increases. It is used for shallow investigations and to determine weathering 
corrections in refraction and reflection surveys.

Refraction imaging of the subsurface is based on the analysis of refraction time-distance 
curves. The arrival time t(x) of the refracted wave is given by the following relationship:

 t(x) = x.cos(j)/ VR + δ(0) + δ(x) (2.1)

• x: source – receiver distance
• j: dip of refractor over spread length
• VR: refractor velocity
• δ(0): delay time at source point
• δ(x): delay time at receiver point

Equation (2.1) can be rewritten as follows:

 t(x) - x.cos(j)/ VR = δ(0) + δ(x) (2.2)

Equation (2.2) is called the T – X/V curve.
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To obtain the true velocity of each marker, its dip and thickness, time-distance 
curves in both directions are required, i.e. up-dip shooting and down-dip shooting 
(direct and reverse shots), as shown in Figure 2.1. This requires recordings where 
geophones are aligned with shot points. Such an implementation makes it possible 
to measure two apparent velocities Va1 and Va2 and two intercept times I1 and I2 
on time-distance curves associated with the refractor.

For shot 1 (up-dip), the following relationships apply:

t(x) = x/Va1 + I1 with V1/Va1 = sin(ic + j) and I1= 2H1.cos(ic)/V1

For shot 2 (down-dip), the following relationships apply:

t(x) = x/Va2 + I2 with V1/Va2 = sin(ic - j) and I2= 2H2.cos(ic)/V1

The measurements of the two apparent velocities Va1 and Va2 of the refraction 
time-distance curves, and the velocity V1 of the direct wave in the first layer, enable 
the determination of the critical angle ic, the refractor velocity VR (V1/VR = sin(ic)), 
its dip j, and the thicknesses (H1 and H2) of the layer at the vertical of the two 
shot points.

The method, known as the intercept-time method, is illustrated in Figure 2.1 for a 
single layer over a substratum. It can be extended to multilayer models (Palmer, 1986).

 Figure 2.1   Intercept-time method.
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The direct and reverse shots allow the differentiation between anomalies due to the 
topography and anomalies associated with the refractors, as shown in Figure 2.2. In 
the synthetic example, the model is a single layer over a substratum. The waves are 
refracted by the substratum. The topography is flat with a small rectangular horst. 
The substratum is flat, with a vertical fault. This Figure shows, from top to bottom:

• Time-distance curves for the arrival times of the waves refracted from the 
substratum. The red curve corresponds to a direct shot located on the left; the 
blue curve corresponds to a reverse shot located on the right. It can be seen that 
the anomaly due to the topography is located on the T-X curves at the same 
abscissas X.

• The geological model. The raypaths associated with the direct and reverse shots 
(red and blue lines) are shown within the model.

• T-X/V curves. On the T-X/V curves, the anomalies due to the topography are 
in phase; the anomalies due to the substratum are shifted laterally in distance. 
The distance between the anomalies of the 2 curves is the double offset or criti-
cal distance (Xc = 2h. tg(ic)). The two T-X/V curves must be shifted in opposite 
directions towards their associated shot point to put in phase the anomalies due 
to the substratum (fault) at the location of the geological feature (fault). The 
distance of the shift is the single offset (half the critical distance).

 Figure 2.2   Seismic anomalies on T-X curves.
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Picked times of direct and reverse shot points (Figure 2.3) give access to the t + and 
t − curves which allow the computation of the refractor velocity analysis function, 
tV  and the generalized time-depth or delay time, tG  respectively. The analysis of the 
travel time data proceeds in two stages, with the computation of seismic velocities 
followed by the depth computations.

Formulae for the computation of the velocity analysis function tV  and time-depths 
tG  are given in Chapter 8 of “Refraction seismics”, (Palmer, 1986). The symbols 
used are defined in Figure 2.3.

The refractor velocity analysis function, tV  at position G (Figure 2.3-a), is defined 
by the equation:

 t t t t tV G AY BX AB= = − +( )−1
2

1
2

  (2.3)

This function is computed for each pair of forward and reverse arrival times, t AY  
and tBX  and the reciprocal time, t AB . The value of the function is referenced to G, 
which is midway between X and Y, and it is plotted as a function of the distance AG. 
Equation (2.3) is a linear relation between tV  and the distance AG. Considering a 
multi-layer model with a plane dipping interface, the slope or gradient of this equa-
tion is taken as the inverse of an apparent velocity, ′Vn , where:

d
dx

t VV n⋅ = ′1/

If dip angles are reasonable, and appear planar over a Fresnel zone, the relation 
between the true refractor velocity Vn and the apparent velocity, ′Vn , is:

V Vn n n≈ ′ −cosθ 1 with θn−1 the true dip angle of layer n–1

In general, ′Vn  is usually taken as the true refractor velocity.

The generalized time-depth, tG  at position G (Figure A1-b), is defined by:

 t t t t t XY VG G AY BX AB n= = + − + ′( )( )+1
2

1
2

/  (2.4)

The relationship between layer thicknesses and the generalized time-depth is:

 t Z VG
j

n

jG jn jn j= +( )
=

−

∑
1

1

2cos cos /α β  (2.5)

where α jn, β jn  are the ray path angles of incidence at interface j, V j  is the interval 
velocity of layer j, and Z jG  is the thickness of layer j at surface position G.

The depth conversion can be conveniently approximated with the zero-dip 
expression:

 t Z VG jG jn j
j

n

= ( )
=

−

∑ cos /φ
1

1

 with sin /φ jn j nV V( ) =  (2.6)

where φ jn  are the ray path angles of incidence at interface j if the dip angle θ j of 
layer j is 0.
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 Figure 2.3   GRM method.

Figures 2.3-a and b are schematics of the ray paths used in the calculation of both 
the velocity and the shape of the refractor. For a value of XY such that the forward 
and reverse rays emerge from nearly the same point on the refractor, i.e. P, R and 
Q coincide, as shown in Figure 2.3, a result similar to the mean of the migrated 
forward and reverse delay times is obtained. At the optimum value of XY (P and Q 
are coincident), accurate velocities can be measured with deep or irregular refractors 
and the maximum definition of the refractor can be recovered from the travel time 
data (Palmer, 1986). The Plus-Minus method (a simplified version of the GRM 
method with XY=0) assumes that first arrivals only originate from critical refraction 
and laterally continuous refractors with relatively simple velocity distributions.

Figure 2.4 is an example of a refraction survey. The refraction line is rectilinear. In 
the acquisition of data, a 48-channel recorder was used. An explosive source (25 g) 
was detonated and a single geophone (10 Hz) per trace was deployed. Such a source 
makes it easy to identify and pick first arrivals. The distance between two adjacent 
geophones was 5 m. A direct shot and a reverse shot were recorded (Figure 2.4, 
top). To obtain the velocity of the refractor (top of the reservoir) and its depth, the 
Plus-Minus method was used. This method requires geophones to be aligned with 
shot points. The arrival times of the direct and refracted waves have been picked on 
the two in-line shots. The picked times from the in-line shots (direct and reverse) 
have been used to compute the t − and the t + curves to obtain the velocity V2 of the 
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refractor and the generalized time-depth curve. The t − curve (Figure 2.4, bottom) 
can be approximated by a straight line, the slope of which gives the velocity of the 
refractor, which was found to be 3,350 m/s. The slope of the direct wave gives the 
velocity V1 of the medium situated above the refractor. The medium situated above 
the refractor is defined as the weathering zone (Wz). Its velocity was found to be 
850 m/s. The generalized time-depth, tG , also called delay time, shows the shape in 
time of the refractor (Figure 2.4, bottom).

 Figure 2.4   Example of a refraction survey with the Plus-Minus method.
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2.2 Amplitudes of refracted waves

Amplitudes of refracted waves, also called head waves, are not commonly used in 
seismic refraction studies. Nikrouz (2016) has conducted an interesting synthesis 
of the relationship between head wave amplitudes and seismic refraction veloci-
ties, showing through field studies that variations in amplitudes are associated 
with velocity changes in the refractor: the higher the contrast in the refractor wave 
velocity, the lower the head wave amplitude and vice versa (Palmer, 2001). Heelan 
(1953) and Werth (1967) have shown that the amplitude of a head wave for a thick 
reflector with a plane horizontal interface is K.G.F(t) where:

• K is the head coefficient which is a function of seismic velocities and densities in 
the upper layer and the refractor. Werth (1967) expressed K as:

K
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where VP1, VS1 and ρ1 are, respectively, the P-wave velocity, the S-wave velocity 
and the density in the upper medium 1; and VP1, VS2 and ρ2 are, respectively, 
the P-wave velocity, the S-wave velocity and the density in the lower medium 2. 
The variations of K for a set of elastic parameters can be decreased as the con-
trast in velocities VP2 / VP1 is increased (Figure 2.4-a). Figures 4-b to d show 
variations of K versus VS2 / VS1 for VP2 / VP1 ranging from 1.1 to 2, in 3 cases: 
VP1 = 1,700 m/s and VS1 = 500 m/s, VP1 = 2,000 m/s and VS1 = 1,000 m/s, 
VP1 = 2,400 m/s and VS1 = 1,600 m/s.

• G is the geometric spreading component given by 1/((rL3)1/2) where r is the 
shot-receiver distance and L is the distance the wave has travelled within the 
refractor. The geometric spreading component is the major contributor of head 
wave amplitude.

• F(t) is the displacement potential of the incident pulse.
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a

b

c d

 Figure 2.5   Head wave coefficient.

The geometric spreading component G must be removed to detect the amplitude 
variations related to changes in the refractor. In the case of an irregular interface, the 
refracted wave can be corrupted by converted or diffracted waves, which introduce 
distortions of the refracted signal. The distortion of the refracted P-wave can be 
measured by a qualitative dimensionless attribute known as the Shape Index (Ic), 
which is given by the ratio A2+A3 to A1 where A1, A2 and A3 are the ampli-
tudes of the first three picks of the refraction wavelet. Use of the Shape Index 
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for acoustic logging was introduced in the 1980s (Lebreton and Morlier, 1983) 
and then extended to near surface refraction data, as shown in the hydrogeology 
field case.

2.3 Recommendations for refraction surveying

For refraction surveying, the most favorable conditions are:

• Layer velocity must increase with depth,
• Limited number of markers,
• Weak dips,
• Mostly homogeneous overburden,
• Limited lateral velocity variation.

The choice of implementation parameters (minimum offset, distance between 
traces, and length of receiver spread) is made by recording refraction shots in the 
field with a large number of traces covering a wide range of offsets. Analysis of the 
refraction shot T-X curves enables the definition of the implementation parameters 
to track a refractor and to predict the modifications of the refraction spread as a 
function of refractor depth.

The targeted depth defines the minimum offset, it also conditions the receiver spread 
length. The refraction method is only usable if the refractor velocity (VR) is clearly 
discernable from the velocity of the overlying or surrounding layer (VR > VM). For 
an accurate measurement of the velocity of the first layer, the distance between the 
geophones can be reduced (by 1 or 2m) close to the shot point.

To obtain an accurate T-X curve, the refractor must be tracked over a sufficiently 
large range of offsets. In practice, with a targeted depth h, the total spread length 
must be 3 to 5 times the depth h. However, if the refractor is a thin bed, the portion 
of the T-X curve associated with it will not be detected. The seismic refraction 
method is then “blind”. Another problem that limits the use of refraction seismic 
surveying is the presence of velocity inversions. For example, for a four-layer model 
with velocity distributions of: V1<V2>V3<V4, the V3 layer would not appear on 
the T-X curve. The result of this phenomenon would be an overestimation of depths 
for the top of layer V4. In the case of lateral velocity variations, the T-X curve can 
be very complex and difficult to interpret. For the surface detection of a buried 
structure, the a/h ratio between the size and the depth of the buried structure must 
be between 2 and 3.

Seismic lines must be laid out in order to facilitate the interpretation of the T-X 
curves as much as possible. Refraction lines must be rectilinear to avoid errors in the 
interpretation of the T-X curves. If possible, the receiver spread must be laid out on 
a plane surface to avoid topographic effects (Figure 2.2).
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Refraction seismic surveying is widely used for near surface applications and can be 
carried out with light field equipment (Figure 2.6):

• A seismic recorder (48 to 96 channels),
• A set of sensors (geophones, hydrophones for marine surveys),
• Cables or streamers,
• Seismic sources (explosive, hammer, weight drop…).

a b c

d e

 

  

f
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h

 Figure 2.6   Field equipment. Source: explosive, gun, weight drop (a, b, c: Apec docu-
ment); sensors: vertical and horizontal geophones (d, e: IFPEN document), 
cables (f: IFPEN document); recorders: Geometrics Strataview (g: IFPEN docu-
ment), Geometrics geode (h: GEO2X document).
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2.4 First example of a seismic refraction 
application: static corrections

In land seismic acquisition, the elevation differences added to lateral variations in 
the velocities of the shallow layers cause delays in the arrival times, which vary from 
trace to trace. Given that these delays are constant with time, the corrections calcu-
lated to compensate for them are referred to as “static corrections”.

 Figure 2.7   Static corrections. Compensation for delays caused by surface weathering.

On a seismic record, the event corresponding to a reflection on a seismic horizon 
no longer forms a hyperbola. The associated t, x (time - distance) curve is distorted 
due to the surface effects. The surface layer with a variable velocity along the seismic 
profile is known as the WZ layer, the weathered zone or weathering (Figure 2.7).
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The objective of calculating static corrections is to adjust the times of the various 
traces to simulate the situation where the shots and receivers are on the same surface 
plane, below which the velocity is constant along the profile. This surface is called 
the “reference plane” or the “datum plane”, abbreviated as DP.

In calculating static corrections, the assumption is that the emergence angle is 
very small, i.e. the raypaths in the weathered zone (and in practice above the DP) 
are vertical. The static correction for a given trace is then only a function of the 
geographical position of the source and receiver and is independent of the source-
receiver offset. In some cases this assumption may not be correct: if the emergence 
angles are not very small, then offset-dependent static corrections must be applied.

Various data are used for the computation of static corrections depending on the 
location of the line and the land acquisition technique, such as:

• Up-hole or down-hole surveys (Mari and Vergniault, 2018) to obtain the veloc-
ity distribution versus depth (Figure 2.8). An up-hole survey gives the absolute 
static correction at the borehole location. The borehole must be deep enough 
to reach below the weathering layer. The distance between up-hole surveys on a 
profile should be less than the spread length to correctly determine long wave-
length statics. In practice, close up-hole surveys (more than 2 up-hole surveys 
per spread length) are needed to make correct correlations between borehole 
locations. This method, despite the expense due to the need to drill holes, is the 
best method to use if all the recommendations are followed.

• Weathering shots which are special recordings using a refraction spread designed 
to determine the thickness and velocity of the weathering layer (Figures 2.1 
and 2.4).

• Seismic reflection records. Depending on the geometry designed for the acqui-
sition, the picking of first arrival times (direct and refracted arrivals) provide 
velocity and delay values (Figure 2.10). If the sources are buried charges, the 
vertical time VT, also called up-hole time, provides the travel time from the bot-
tom of the borehole.

The total static correction applied to a trace is the sum of the static correction at the 
source position and the static correction at the receiver position. Determination of 
the static correction time tSR requires that the elevation, weathered thickness, plus 
velocities in and below the weathering are known at every point, as illustrated in 
Figure 2.7.

Below we briefly present the Chronos method, developed by F. Coppens (1985), 
which provides a set of basic static corrections using constant offset sections and 
automatic picking. For more details on the Chronos method, the reader should 
refer to the article by Coppens published in Geophysical prospecting (1985).
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 Figure 2.8   Up-hole survey.

The calculation of static corrections is based on the measurement of first arrival 
times. The geophysicist’s task is made easier with the use of automatic picking algo-
rithms (Hatherly, 1982; Gelchinsky and Shtivelman, 1983; Coppens, 1985).

Figure 2.9-a shows a seismic record and the 255 m constant offset section, the arrow 
on the shot point indicating the selected trace. The seismic source is a weight drop. 
On the constant offset section, the refracted signal evolves very little from trace to 
trace, which helps with the identification of first arrivals.

The Chronos method is based on the criterion of a sudden energy increase associ-
ated with the arrival of a refracted wave. Each seismic trace is transformed into an 
energy trace representing the ratio between the energy contained in a small sliding 
window W2, and the cumulative energy contained in a window W1, which starts 
at time zero and ends at the end of window W2 (Figure 2.9-b). The abscissa τ0 of 
the maximum of the energy function gives the approximate time of the refracted 
arrival. The exact time is then accurately determined by picking the extreme (peak 
or trough) closest to τ0 (Figure 2.9-b). If it is an impulsive source, the measured 
time is reduced by the rise time.
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a

b

c d

 Figure 2.9   Automatic process for first arrival picking (Coppens, 1985).

To improve the picking in noisy traces, it is recommended that a spatial coherency 
filter is applied to seismic traces sorted in constant – offset gathers. Figure 2.9-c 
shows the efficiency of the coherency filtering on a noisy constant – offset section. 
The associated picked times are shown in Figure 2.9-d. The number of errone-
ous picks was considerably reduced. The remaining erroneous values can be edited 
manually or filtered by a median filter (Mari et al., 1999, 2015).
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 Figure 2.10   Chronos method (Coppens, 1985).

Coppens showed that picking two traces per shot, i.e. two constant-offset sections 
on a seismic profile, is sufficient to determine the delay time for each source or 
receiver location. This method is well adapted to end-on spreads (Figure 2.10). The 
two constant offsets must be chosen to ensure that the first arrival times on the two 
selected traces originate from the same refractor as shown in Figure 2.10-a:

• Ti,i+n is the arrival time of the refracted wave with the source located at position 
i and the receiver at position j= i + n, the source receiver distance being n (near 
offset).

• Ti,i+m is the arrival time of the refracted wave with the source located at position i 
and the receiver at position i + m, the source receiver distance being m (far offset).

• Ti+n,i+m is the arrival time of the refracted wave with the source located at 
position i + n and the receiver at position i + m, the source receiver distance 
being m -n (near offset). Consequently, the far offset (m=2n) is the double of 
the near offset (n).

• The arrival times Ti,i+n, Ti,i+m and Ti+n,i+m are used to calculate the delay DSi+n 
at position j= i + n.
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Determining the delay times, and the arrival times of the refracted wave picked on 
the two constant-offset sections, enables the calculation of the refractor velocity at 
any point (Figure 2.10-b).

Picking the direct arrival on geophones close to the shot point provides the weath-
ered zone velocity (Figure 2.10-c). Determining the delay, the refractor velocity and 
the velocity of the weathered layer enables the calculation of the static correction at 
any point (Figure 2.10-d).

Figure 2.11 and 2.12 are an example of the results obtained using the Chronos 
method. Figure 2.11 shows, from top to bottom, the variation of velocity V1 of the 
weathered zone along the line, the variation of the refractor velocity, the delay time 
curve, the topography and the static correction curve. The static correction curve 
shows an anomaly between shot points 60 and 110. Figure 2.12 shows the seismic 
section processed with the static corrections presented in Figure 2.11.

 Figure 2.11   Static corrections with the Chronos method (Coppens, 1985).
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 Figure 2.12   Seismic section processed with static corrections computed by the Chronos 
method (Coppens, 1985).

2.5 Second example of a seismic refraction 
application: Hydrogeology

The University of Poitiers (France) has a Hydrogeological Experimental Site (HES) 
built near the campus for the sole purpose of providing facilities to develop long-
term monitoring and experiments for a better understanding of fluid flow and 
transfers in fractured rocks (Bernard et al., 2006; Kaczmaryk and Delay 2007; 
Bourbiaux et al., 2007). The aquifer concerned, 20 to 130 m in depth, consists of 
tight karstic carbonates of Middle Jurassic age, and lies on the borderline, named 
the “Poitou threshold”, between the Paris and the Aquitaine sedimentary basins 
(Figure 2.13-a), covering an area of 12 hectares. The top of the reservoir was initially 
flat and horizontal, 150 million years ago, but has been eroded and weathered since, 
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during the Cretaceous and Tertiary ages. It is shaped today as hollows and bumps 
with a relief reaching up to 35 m. Refraction seismic surveying, described in detail 
by Mari and Porel (2007), has been used to map the irregular shape of the top of 
the karstic reservoir.

a

b

 Figure 2.13   Hydrogeological experimental site in Poitiers. a) location map; b) seismic line 
implementation.

Due to the limitations of the area, the length of the seismic line could not exceed 
250 m in the in-line direction. In the cross-line direction, the extension of the 
area does not exceed 300 m. As a result, 20 receiver lines have been implemented, 
with a 15 m distance between adjacent lines. Figure 2.13-b shows the map locat-
ing the seismic lines. A 48-channel recorder was used for the data acquisition. An 
explosive source (25 g) was detonated and a single geophone (10 Hz) per trace was 
deployed. The use of this type of source makes it easy to identify and pick first 
arrivals. A 5 m distance between two adjacent geophones was selected to avoid 
spatial aliasing.
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a b
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 Figure 2.14   Seismic acquisition. a) 2D in line acquisition geometry, b) 3D cross-line 
acquisition geometry, c) Example of in-line shot gather, d) Example of cross-
line shot gather with 60 m of lateral offset.

A direct and a reverse shot were recorded per receiver line (Figure 2.14-a). Three 
shot points in the cross-line direction were fired at distances of 40, 50 and 60 m 
from the receiver line under consideration (Figure 2.14-b). Figure 2.14-c shows 
an example of an in-line shot gather and Figure 2.14-d a cross-line shot gather 
with a lateral offset of 60 m. The range of offsets was selected to optimize the 
quality of the seismic image over the reservoir depth interval, between 40 and 
130 m. The minimum offset distance was chosen as 40 m to reduce the influ-
ence of surface waves. The time sampling interval was 0.25 ms and the recording 
length was 0.5 s.

To obtain the velocity of the refractor (top of the reservoir) and its depth, the Plus–
Minus method was used. To apply this method the recordings must be carried out 
where geophones are aligned with shot points. The arrival times of the direct and 
refracted waves were picked on all the in-line shots. The picked times from the in-line 
shots (direct and reverse) were used to compute the t − and the t + curves to obtain 
the velocity V2 of the refractor and the delay time curve. Figure 2.4 shows the results 
obtained on line 9. It shows the direct and reverse shot points, the raw t − curve 
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and its associated straight-line curve, and the delay time curve. The procedure was 
applied on each line independently. To obtain a map with a homogeneous sampling 
interval in both cross-line and in-line directions, the delay time curves were interpo-
lated by kriging with an omni-directional variogram model composed of a nugget 
effect, a cubic structure with a range of 55 m and a long-scale spherical structure with 
a range of 145 m (Bourges et al., 2012). Finally, a kriging with the model described 
above, and a filtering of the nugget effect (random acquisition noise) were performed 
to obtain the filtered delay time map on a grid 2.5 m x 5m (Figure 2.15-a).

a b

 Figure 2.15   Plus – minus method. a) Delay time map, b) Wz depth map.

To perform the depth conversion, the velocity of the medium situated above the 
refractor must be known. Here, it is given by the slope of the direct wave. The 
medium situated above the refractor is defined as the weathering zone (Wz). In the 
area, the velocity V2 of the refractor was found to be 3,350 m/s (from interpretation 
of the t − curves), and the velocity of the Wz to be 850 m/s. On the Wz depth map 
(Figure 2.15-b), the arrow indicates the direction N 90° which corresponds to the 
main orientation of fracture corridors.

The picked times of the first seismic arrivals on all shots (in-line and cross-line 
shots), the Wz depth map and the velocity model obtained by the Plus–Minus 
method are input data for the inversion procedure, called tomography, which can 
be used to obtain the velocity distribution in depth (Mari and Mendes, 2012). 
More information on tomography is provided in the following chapter, and readers 
should also refer to the article by Mari and Mendes published in Near Surface 
Geophysics (2012).
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Figure 2.16 shows the velocity distribution at different depths (15 and 20 m), the 
2,500 m/s iso-velocity depth map, and a 3D block with vertical velocity sections 
located at distances of 0 m, 60 m and 180 m in the cross-line direction and a 
velocity map located at 20 m in depth. A strong correlation can be seen between 
the 2,500 m/s iso-velocity depth map (Figure 2.16-c) and the Wz depth map 
(Figure 2.15-b). The correlation coefficient reaches 0.96.
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 Figure 2.16   Results of 3D tomography. a) Velocity distribution at 15 m in depth, 
b) Velocity distribution at 20 m in depth, c) 2,500 m/s iso velocity depth 
map, d) 3D block with vertical velocity sections located at distances of 0 m, 
60 m and 180 m in the cross-line direction and a velocity map located at 
20 m in depth.

The results obtained by the Plus-Minus tomographic inversion joint method can 
also be used effectively to compute the static corrections in 3D. For that purpose, 
the thickness H of the weathering zone is given by the 2,500 m/s iso-velocity depth 
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map. The average velocity V1 in the weathering zone is computed from the velocity 
distribution obtained by the inversion procedure in the 0-H depth interval. The 
V2 velocity of the refractor is computed from the velocity distribution obtained by 
inversion in a narrow depth bandwidth (3 m) situated below the interface located at 
the depth H. The application to the 3D data is shown in Figure 2.17.

a b

c d

 Figure 2.17   3D static corrections from 3D tomographic inversion. (a) Thickness H of 
the weathering zone. (b) Average velocity V1 in the weathering zone. 
(c) Velocity V2 below the weathering zone. (d) 3D static correction map 
(-H/V1 + H/V2).

The picked times of the refracted waves were able to provide both a map of the 
reservoir top (using the T plus –T minus method) and a map of the shape index. 
Figure 2.18 shows an example of a shot point oriented in the in-line direction 
before and after the filtering of direct and surface waves. After filtering, a refracted 
wave is clearly visible, along with interference from refracted – reflected events. 
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These events are due to heterogeneities and fractures in the bedrock. The shape 
index map highlights the geological features with an N90 orientation associated 
with a corridor of fractures (Mari et al., 2018).

 Figure 2.18   refraction survey: shots before and after the filtering of direct and surface 
waves, and a shape index map.

The proposed inversion procedure applied to the field data enables:

• a complete velocity model of the first 35m to be obtained;
• the top of the karstic reservoir to be mapped;
• the detection of the main corridor of fractures, highlighted by a shape index map;
• the calculation of static corrections.

2.6 Conclusion

Seismic refraction can be used for investigations at all depths, but for various techni-
cal reasons it is mostly used to study the first 300 meters of the subsurface (spread 
length, importance of source energy…).

Refracted P-waves are currently used to obtain a velocity model of the near surface 
by combining conventional methods such as the T plus – T minus method, the 
GRM method, and tomography. The refraction method is currently used in hydro-
geology and civil engineering.

We presented two applications of the refraction method:

• the computation of static corrections,
• the characterization of a near surface karstic reservoir.
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For conventional studies, the refraction method only requires the measurement 
of arrival times of the first arrival waves (direct and refracted waves) to provide a 
geological model. Amplitudes are not commonly used in seismic refraction studies. 
A detailed analysis of head wave amplitudes did not generate useful results, however, 
the fact that head wave amplitude is a function of densities and of seismic velocities 
suggests that the joint inversion of seismic refraction travel times and head wave 
amplitudes should facilitate the determination of both seismic velocity and density 
models (Nikrouz, 2016). Where irregular interface occurs, the analysis of the distor-
tion of the head wave arrival allows the detection of wave interferences, which can 
be associated with the presence of fractures (second field example).

Seismic refraction is widely used for the study of near-surface layers. Its advantages 
are:

• only simple equipment required,
• good determination of velocities,
• rapid depth determination.

Unfortunately, it also presents several drawbacks:

• Layer velocity must increase with depth; which is not always the case when deal-
ing with compacted formations;

• A particularly thin layer may completely evade detection; which is even more 
possible if the velocity contrast is insufficient. In such cases, the determined 
depths would be incorrect;

• The method is unable to provide highly detailed mapping of structures.
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Q U A L I T É

GÉOPHYSIQUE APPLIQUÉE3
Seismic tomography 5

M. Mendes

According to Wikipedia, “tomography is imaging by sections or sectioning, through 
the use of any kind of penetrating wave”. The apparatus applied in tomography is 
called a tomograph, while the image revealing the internal structure of an unknown 
property of the object under study is a tomogram.

Tomography was originally developed in medical research to produce images of 
tissue density (Hounsfield, 1973). In this type of tomography, the object (the 
patient) is moved through a large donut-shaped machine, where an X-ray beam and 
a set of electronic X-ray detectors are located opposite each other. The source and 
detectors are rotated around the target region, collecting the amount of radiation 
being absorbed throughout the patient’s body at many different angles (Goldman, 
2007) (Figure 3.1).

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
DOI: 10.1051/978-2-7598-2351-2.c005
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 Figure 3.1   Geometry of a computed tomography scanner apparatus (third-generation). 
The emission of a large X-ray beam encompasses the entire patient’s width 
and the array of detectors measures the amount of radiation being absorbed 
throughout the patient’s body. X-ray tube and detectors were rigidly linked 
and underwent single rotational motion. Adapted from Goldman (2007).

The method has been successfully employed in many other scientific fields, such 
as biology, astrophysics, materials science and geophysics. In geophysics, seismic 
tomography is an effective technique for 2D, 3D and 4D reconstructions of the 
Earth’s subsurface, exploiting the properties of seismic wave energy after it has 
travelled through the ground. Such properties include travel time, ray paths and 
amplitude, which are an important key to reveal information about seismic veloc-
ity, density, and absorption or the Q-factor attenuation of geological formations 
(Padina et al., 2006; Brzostowski and McMechan, 1992; Spakman et al., 1993; 
Witten et al., 1992).

Currently, seismic tomography is widely applied on a variety of scales and geometries:

• On regional and global scales, tomography inverts the seismic records generated 
by passive sources, such as natural or induced earthquakes, and those received by 
the seismograph network located around the world. Historically, seismic tomog-
raphy was first applied to global scale data to study crustal velocity anomalies 
(Aki and Lee, 1976). The irregularity in time and space distribution presented 
by this type of source, along with the incomplete coverage of recording stations, 
leads to significant gaps in the data and limits the spatial resolution of global 
tomography to 100 - 200 Km.

• On the local scale, tomography is convenient for environmental or civil engi-
neering investigations, economic exploration and archaeological research. The 
versatility of applying this technique to surface, vertical seismic profile (VSP) or 
cross-hole data makes it very popular, gaining widespread acceptance as a viable 
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tool to generate detailed geophysical models of the subsurface. However, higher 
spatial resolution requires greater computational effort, therefore, tomograms 
with high spatial resolution are limited to smaller scale data acquisitions, such as 
VSP and cross-hole, where the spatial resolution may reach less than 1 m.

Classically, depending on the input data, seismic tomographies fall into three main 
categories:

• transmission tomography using P or S first arrivals, i.e., direct, diving and 
refracted waves;

• reflection tomography using P or S reflection waves;
• diffraction tomography using P or S scattered waves (e.g., diffractions, reflec-

tions, and converted transmissions).

In the following sections, we present some field study examples of each tomography 
category to show the adaptability of the technique to provide subsurface images in 
different applications. The intention here is not to describe the field cases in detail, 
but to provide some background information and the main model features identi-
fied from the tomography.

The authors emphasize that although a different type of acquisition geometry was 
chosen for almost every tomography category described below, this by no means 
implies that these geometries are restricted only to these acquisition types.

3.1 Transmission tomography example: surface 
seismic field data

Transmission tomography is an appropriate technique to define:

• horizontal layering structures;
• regions exhibiting low complexity velocity distributions.

This section shows:

• how to obtain a P-wave velocity model from first arrival times;
• how to evaluate the spatial (horizontal and vertical) resolution for the tomo-

grams.

A transmission tomographic technique was used to invert a 3D seismic data set, 
part of a more comprehensive geophysical survey conducted in a karstified dolos-
tone region, to provide information about the upper epikarst structure. The selected 
field example comes from Galibert et al. (2014).
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3.1.1 Geophysical survey

The acquisition procedures were optimized to obtain the best results with a high 
acquisition speed and a high resolution. For a seismic survey this involves high folds 
and wide azimuthal coverage.

A three-member crew was required, working for two and a half days, to acquire:

• 3D surface seismic survey, extended for about 120 × 100 m;
• 2D surface seismic line, 235 m long;
• Walkaway VSP, 50 m depth;
• GPS surveying.

The 3D surface seismic acquisition was performed using an orthogonal geome-
try, shot lines were perpendicular to receiver lines, with two overlapping swaths 
(Figure 3.2).

 Figure 3.2   Plan view of the survey area. 3D orthogonal geometry was used for the seis-
mic survey, C1 shows the position of borehole. Receiver (crosses) and shot 
point (triangles) positions are shown. Line 3 is an additional 2D shot included 
in the 3D tomographic inversion. Line 1, obtained from previous data acqui-
sition, is included for reference purposes only. Receiver lines are numbered 
1 to 4. The UTM coordinate zone is 31. Adapted from Galibert et al. (2014).

The main acquisition parameters are as follows:

• Source: sledgehammer, with 5 m spacing, and 15 m source line spacing;
• Number of shots: 154;



67

3. Seismic tomography

• Receiver: vertical geophone, Oyo GS-14 Hz, with 5 m spacing, and 10 m 
receiver line spacing;

• Number of receiver lines: 3;
• Seismograph: 96 channels;
• Record length: 1 second;
• Swaths: 1 using receiver lines 1-3; 2 using receiver lines 2-4.

3.1.2 Tomographic methodology

Figure 3.3 provides the workflow for the transmission tomography algorithm of 
Mendes (Mendes, 2009) used to produce tomographic images of the subsurface, 
enabling a structural evaluation of the upper epikarst.

 Figure 3.3   Simplified workflow of the global inversion scheme. The transmission 
tomography methodology utilizes the picking times of first arrivals and a 
simplified initial velocity model to produce a more detailed velocity model 
for the epikarst region.

The basic features of this algorithm are:

• gridded model;
• SIRT back-projection technique for iterative inversion;
• Fresnel volume: which is the area formed by the points around the geometric ray 

delayed by less than half of the period of the dominant wave;
• fat-ray: represents the wave path from source to receiver, with a width defined by 

the points belonging to the Fresnel volume.

The choice of the most appropriate dominant period of the input wave, not only 
depends on the characteristic period of the source wavelet, but also on the scale of 
the experiment. A useful “rule of thumb” for choosing the input period, T, suggested 
by Jordi et al. (2016) is estimated by the ratio T = 0.1 × H/V, where H is the target 
depth of the survey and V the average of the expected subsurface velocities.
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3.1.3 Data pre-processing

Typical shot-gathers and first arrival picking is shown in Figure 3.4.

 Figure 3.4   Example of two parallel shot-gathers. The picked first arrivals at receiver line 
2 are marked with a dashed line, and at receiver line 4 with a solid line.

The first-break times were picked manually, and their reliability was carefully 
analyzed for plausibility and erroneous travel times.

 Figure 3.5   Travel time azimuthal variations. Estimated refractor velocity at the base 
of the epikarst from surface receivers; the solid line is the fitted azimuthal 
model. Adapted from Galibert et al. (2014).
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The picked travel times were used to compute the refractor velocity at the base of the 
epikarst. It was noted that the values change between 2,000 m/s and 3,200 m/s, with 
a clear azimuthal variation, being the strike of the fast axis around 175°N (Figure 3.5).

Despite the azimuthal variation of velocity, for simplicity, an initial 1D velocity model, 
with linear velocity gradients, was considered adequate for the tomographic inversion.

Then, the input data were:

• 7,813 first-break times;
• 1D model with 2 linear vertical velocity gradients;
• 100 Hz central signal frequency.

3.1.4 Results and discussion

The processing of seismic data led to a 3D velocity block. The inversion scheme 
was stopped after 10 iterations, when the misfit function reached 1.69 ms for the 
root-mean-squared (rms) error, i.e., the squared difference between measured and 
calculated travel times. An example describing the quality control of the inversion 
results is specified for shot number 83. Figure 3.6 shows three travel time sets: a) the 
picked times of field data; b) computed times for the initial model; and the times 
for the best model provided by the tomographic inversion. The evolution of travel 
time residues, during velocity model building, is illustrated in Figure 3.7. Note the 
significant reduction of travel time differences, showing a good tie between the 
picked and best model data. This provides assurance that the final model accurately 
reflects the field data.

 Figure 3.6   Diagrams of travel times for shot number 83. The picked times of field data 
(black triangles), travel times for initial model (asterisks) and travel times for 
a model provided by iteration 10 (crosses).
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 Figure 3.7   Diagrams of travel time residues for shot number 83. For the initial model, 
the travel time residues show high values (asterisks) and in the case of the 
final model the travel time residues (crosses) have a significant reduction. 
The good fit provides assurance that the final model accurately reflects the 
picked data.

Next, for structure interpretation, a horizontal slice analysis was applied to the 
3D depth velocity output model. An example of a horizontal slice at 7 m depth, 
cut through the velocity model is shown in Figure 3.8-a. This shallow slice corre-
sponds to the base of the epikarst, reported in the boreholes available in the region. 
Clear patterns of elongated high-low velocity anomalies were identified, probably 
corresponding to a succession of ridges and furrows, which is consistent with the 
aforementioned 175°N trend. However, the transmission tomography was unable 
to determine the deeper structure, as shown by the horizontal slice at 28 m depth, 
corresponding to the water level (Figure 3.8-b).

The tomography of first arrival times picked from surface data provides images that 
are low resolution at depth, due to the limited azimuthal coverage. Therefore, a new 
tomographic inversion combining the surface data with an additional VSP data set 
available at the region, proved to be an effective and reliable tool for the detection 
of deeper structures. For details see Annex 3-A.

Time (Milliseconds)
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a)

 Figure 3.8   Constant-depth velocity slices from 3D tomography output, presenting notice-
able differences: (a) The depth-slice at 7 m, corresponding to the base of the 
epikarst, exhibits high-low elongated patterns in 175°N; (b) The depth-slice at 
28 m, contrasting with the shallow complexity, is characterized by a very poor 
resolution (high and homogeneous velocity). Adapted from Galibert et al. (2014).

3.1.5 Conclusions

This example showed the successful application of a transmission tomography algo-
rithm to uncover the shallow complex structures at a karst region. A set of elongated 
furrows incised at the base of the epikarst, along a strike of 175°, were revealed. 
The limited azimuthal coverage obtained from the surface acquisition data limited 
the depth of the investigation. To increase the depth of the analysis, a combination 
of borehole acquisitions is suggested.

In general, transmission tomography enables the velocity of subsurface structures to 
be obtained, containing smooth information on a large scale, which is an essential 
component for pre or post-stack seismic migrations or inversion techniques.

Annex 3-A

The limits of spatial resolution can be estimated according to the formula suggested 
by Sheng and Schuster (2003)

 ∆x
ki

f xi
p( ) ≈ ( )

π
ηmax ,

, (3.1)

 with k s p p rxi xi xi= ∇ ( ) + ∇ ( )[ ]ω τ τ, , , (3.2)

where Δxi (p) indicates the resolution limit for the direction i, kxi denotes the hori-
zontal wavenumber at maximum frequency f, ∇xi τ (r1, r2) is the horizontal gradient 

Slice at depth 7 m (base of epikarst)

Slice at depth 28 m, abc
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of travel time from point r1 to point r2, and η stands for the set of suitable rays 
selected from all available shots.

In the example presented here, only the horizontal resolution is considered and 
discussed.

Our first step was the analysis of the Fresnel zone for a frequency of 120 Hz, with 
a surface acquisition and velocity gradient model characteristic of the karst region 
(Figure 3.A.1-a).

We noted that:

• in the shallow area - wave paths are nearly vertical and provide large horizontal 
wavenumbers, by combining neighbouring shots, leading to small Δx values => 
high horizontal resolution (≈ 1.5 m);

• in the deeper area - wave paths are nearly horizontal and provide small hori-
zontal wavenumbers for all shots, leading to large Δx values => low horizontal 
resolution (≈ 10 m).

 Figure 3.A.1   Horizontal resolution Δx of band limited travel time tomography: (a) for 
surface acquisition, (b) for borehole acquisition. The contours represent 
the background velocity gradient. Inside the Fresnel volume, there is no 
resolution at all along the geometrical ray (white area), according to wave 
path theory. Resolution increases toward the fringes (dark area). Adapted 
from Galibert et al. (2014).

These very different limits of spatial resolution demonstrate the capacity of the 
technique, as shown by the surface acquisition data, for investigating the upper 
epikarst; but its unsuitability for the underlying low-permeability region.

To overcome this issue, an additional VSP acquisition was suggested to increase the 
azimuthal coverage with depth. Under such acquisition conditions, the analysis of 
the Fresnel zone (Figure 3.A.1- b) illustrates how the wave path is nearly vertical and 
the horizontal cross width of the low-sensitivity region becomes narrow. Therefore, 
in situations where it is possible to combine surface and borehole acquisitions, the 
tomographic resolution should be substantially improved.
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For this reason, we repeated the tomographic inversion using both surface and 
VSP data. The result presented in Figure 3.A.2 revealed some significant veloc-
ity anomalies, which can be compared with the homogenous velocity presented in 
Figure 3.8-b.

 Figure 3.A.2   A horizontal slice at 28 m depth taken at the 3D velocity cube produced 
by tomography when combining seismic surface and VSP data. Now, the 
model is characterized by velocity anomalies contrasting with the high 
homogeneous velocity and very poor resolution produced by the tomo-
graphic inversion of the surface data (Figure 3.8-b). Adapted from Galibert 
et al. (2014).

3.2 Reflection tomography example: cross-hole 
field data

It has been demonstrated that reflection tomography is an appropriate technique 
for building a good velocity model of subsurface structures based on multichannel 
seismic data.

This section describes the use of a reflection tomography procedure to image a 
limestone reservoir at a depth of about 1,850 m, utilizing the information present 
in the travel time of reflected S-waves. These data were recorded during a cross-hole 
seismic experiment, carried out in the Paris basin. The data processing sequence is 
detailed in Becquey et al. (1992).
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3.2.1 Seismic survey

In general, a typical cross-hole seismic profile has sources situated in one borehole 
and receivers in another, with the source and receiver boreholes being separated by 
a distance of up to 1 km.

For this study, the seismic source was wall-clamped in a vertical borehole and the 
receivers in a deviated borehole. The distance between the two boreholes increased 
from 30 m at the surface to 380 m at the reservoir level, located at a depth of 
1,850 m. Both boreholes were cased with a 7-inch casing.

The total recording time was 40 hours and the whole operation, which involved 
more than 3,000 shots and the removal and resetting of the tubing, took one week.

The principal parameters of this data acquisition were:

• Source: S-wave weight-drop, releasing ≈ 2,000 joules/shot, 4 m spacing between 
1,314 - 1,916 m in vertical depth;

• 8 shots/position;
• 400 shot positions;
• Receiver: Multilock™ tool with 4 levels and triaxial geophones, 4 m spacing 

between 1,620 - 1,916 m in logging depth.

For promoting the S-wave conversions two conditions were combined:

• source directivity pattern diagram with a strong S lobe perpendicular to the 
borehole;

• acquisition geometry designed to explore the wide angles of incidence.

Figure 3.9 shows the multicomponent raw data with complex arrivals.

 Figure 3.9   Raw data. PZ component along the borehole axis. H1 and H2 perpendicular 
to the borehole axis. Adapted from Becquey et al. (1992).
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3.2.2 Data processing

Only two preprocessing steps were applied to the multicomponent data set, namely:

• a bandpass filter (20-120 Hz);
• a re-orientation following the projection along the source-receiver direction R, 

its normal in the source-receiver plane N and the binormal B, orthogonal to the 
source-receiver plane.

We noted that the component R (Figure 3.10) contains clear direct down-going 
P-waves, followed by up-going S-wave reflections. The component N has obvious 
down-going S waves, appearing as a train of quasi-parallel events spread over about 
150 ms.

 Figure 3.10   Filtered and reoriented data. R component along the source-receiver direc-
tion; N component perpendicular to R, in the source-receiver plane; B com-
ponent, orthogonal to R and N, so normal to the source-receiver plane. 
Adapted from Becquey et al. (1992).

The imaging from the cross-hole data set was inspired from a traditional offset VSP. 
Therefore, based on other previous VSP data acquisitions of P and S-waves at the 
vertical borehole, a velocity-depth model was built and used by the VSP-CDP time 
technique to transform the S-S reflected data (Figure 3.11). More details on the 
VSP-CDP time technique are available in chapter 2 of “Well seismic surveying and 
acoustic logging” (J.-L. Mari and C. Vergniault, 2018).
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 Figure 3.11   (a) S-wave VSP-CDP time transformation compared with S-wave sonic log 
and synthetic seismogram; (b) S-wave VSP-CDP time transformation com-
pared with P-wave VSP data. Adapted from Becquey et al. (1992).

3.2.3 General interpretation

An analysis of the S-wave VSP-CDP image in Figure 3.11 shows, that three main 
events correlate well with the S-wave sonic log from the vertical borehole:

• 1,580 to 1,745 m: Lusitanian marl and limestone layers, giving rise to internal 
impedance contrasts;

• 1,745 to 1,851 m: Callovo-Oxfordian marls;
• 1,851 m to the bottom: Limestone reservoir.

The S-wave VSP-CDP stack was compared with the P-wave VSP acquired at the 
vertical borehole and the synthetic seismograms produced by the S-wave sonic log 
convolved with a characteristic signal with the same bandwidth as the VSP-CDP 
image. The improvement in the vertical resolution of the S-wave VSP-CDP image 
is significant, compared to the conventional P-wave VSP (Figure 3.11b).
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3.2.4 Conclusions

A good agreement was obtained between the S-wave image and the S-wave sonic 
log, furthermore the enhanced S-wave reflection image revealed high vertical resolu-
tion, approximately 5 m, and allowed imaging of the region between two boreholes, 
nearly 400 m away from the borehole.

This field experiment also demonstrated that the conventional borehole seismic 
receiver tools and the low-energy sources are well suited to obtain high-resolution 
lithological structure delineation.

3.3 Diffraction tomography example: 
Borehole field data

Exploiting amplitude information in addition to arrival times, the diffraction 
tomography schemes are the most suitable to interpret the propagation of recorded 
seismic data through complex velocity structures.

Diffraction tomography algorithms are available:

• in the spatial domain and based on the Born approximation, most suited for the 
primary reflected or diffracted part of the wave field;

• in the wavenumber domain and based on the Rytov approximation, most suited 
for the transmitted wave field.

This section shows:

• how to obtain elastic depth images (P and S-wave velocities and density) from 
P-P or S-S and P-S or S-P reflected and diffracted waves;

• how to evaluate the elastic image confidence.

We adopted the diffraction tomography algorithm developed by Beydoun and 
Mendes (1989) for the following depth imaging examples. This imaging technique, 
based on the Born approximation, uses a one-step conditioned gradient technique 
for optimization and is equivalent to an elastic pre-stack migration.

The procedure requires the following input data:

• gridded model defined for 3 elastic parameters (P and S-wave velocities and 
density), close to the actual medium;

• elastic ray-Born approximation;
• multi-component field data, with scattered waves (diffracted and reflected body 

waves).

And the provided output data are:

• quantitative elastic depth images.
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3.3.1 Vertical seismic profile (VSP) field data

This example describes the processing of a multicomponent offset VSP dataset, 
collected in the North Sea. The purpose of this survey was to detect fault blocks at 
the deep Brent reservoir formation, thicker than 150 m. The reservoir is located in 
the Middle Jurassic Brent formation, positioned under the Cimmerian unconform-
ity (3,558 m) at the boundary between the base of the Lower Cretaceous and the 
top of the Upper Jurassic. An analysis of the VSP tomograms enabled the deline-
ation of the reservoir and the identification of at least two faults. Beydoun et al. 
(1990), provide details of this application.

3.3.1.1 Seismic data acquisition

Surface seismic data acquisition carried out previously in this area had failed to 
provide good quality imaging of the Brent reservoir. In particular, the strong multi-
ples generated at the Cimmerian unconformity masked the weak primary reflections 
from the reservoir. To improve the quality of the seismic results and considering the 
surface data information, a multi-component offset VSP set up was performed with 
the following characteristics:

Source:

• 2 x 200 in2 Bolt air guns (on a supply boat);
• depth 7 m;
• offset: 1,200 m;
• 6 shots per level (i.e., at each receiver location).

Receiver:

• 3 component Geolock H3 hydraulic tool (from CGG);
• Geophones:15 Hz;
• sampled rate: 2 ms;
• station interval: 25 m;
• depth range: 600 – 4,140 m;
• number of depth levels: 129.

A zero offset VSP was simultaneously acquired, shooting alternatively from the 
supply boat and from the rig, which had a 550 in2 Bolt air gun attached.

The VSP survey recording time was 27 hours, while rig down time was 28 hours.

3.3.1.2 Data Processing

The main focus of data preprocessing was to preserve the seismic wave amplitude. 
For such preprocessing, it was sufficient to only apply a few steps, which were:

• the reorientation of the three-component data along Z the vertical axis, X the axis 
in the plane of propagation, and Y the transverse (out of plane) horizontal axis;
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• the separation of up-going and down-going P-waves and S-waves;
• the recombination of P-P and P-S up-going waves for the X and Z-components.

The following points were noted after the analysis of the processed data (Figure 3.12):

• Y-component data present very weak energy compared with that of X and 
Z-components. For simplicity, this component was disregarded in further pro-
cessing;

• weak up-going S-P and S-S waves;
• strong reflected P-P and P-S waves;
• some hyperbolic-shaped arrivals, probably due to fault diffractions (see at 

4,000 m; 1,700 ms).

 Figure 3.12   Two-component (X, Z) VSP field data input to diffraction tomography. 
The Y-component was disregarded due to its weak energy. Adapted from 
Beydoun et al. (1990).

3.3.1.3 Diffraction tomography processing

In this example, the imaging technique deals with the processed X and Z-components 
of the data, mainly consisting of up-going P-P and P-S waves. The 1D initial elastic 
model (P and S-wave velocities and density) was created by the combination of 
geological and geophysical information available for the region.

The target zone, covering the reservoir area, is a rectangle extending from 50 m to 
550 m east of the borehole with depths from 3,400 m to 4,400 m, discretized by a 
uniform square grid of 10 x 10 m.

The selected field data were 86 VSP levels, ranging from depths of 2,000 – 4,150 m 
within a time window of 1,400 – 3,400 ms.
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3.3.1.4 Depth elastic images and general discussion

The diffraction tomography provided an estimation of the elastic parameters, P and 
S-wave velocities, and density, as illustrated in Figure 3.13. These results enabled 
the identification of several interesting features that were interpreted as:

• the top of the Brent reservoir, which can be delineated and described continu-
ously away from the borehole;

• tilted panels under the Cretaceous base discordance - Cimmerian unconformity, 
at depth of 3,558 m.

• a reverse fault at 250 m east of the borehole, with an apparent throw < 30 m, 
unclear whether it reaches the reservoir;

• a normal fault about 450 m east of the borehole with an apparent throw ≈ 60 m, 
intersects the reservoir at about 350 m offset;

• an event at depth ≈ 3,850 m, slightly dipping to the west, which was interpreted 
to be the Heather sandy claystone formation.

 Figure 3.13   Elastic depth images (P and S-wave velocities and density) of VSP field data 
of Figure 3.12. The initial input model is at the left of each image. The Brent 
reservoir and two fault locations were successfully interpreted. Adapted 
from Beydoun et al. (1990).

The quality control of the elastic depth images is given by the goodness of fit 
between synthetic and field data sets. Therefore, Figure 3.14 illustrates the synthetic 
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seismograms computed with the elastic images provided by the tomography, and 
in Figure 3.15 the residual data, i.e. the difference between field and computed 
seismograms. There is observable evidence of some major P-P and P-S events in 
the field data also present in the synthetic seismograms. The underlined P upgo-
ing arrival (on the Z-component) and S upgoing arrival (on the X-component) are 
particularly recognizable, see Figures 3.12 and 3.15.

 Figure 3.14   Two-component (X, Z) synthetic VSP using P-P and P-S scattered waves 
from elastic images in Figure 3.13. Adapted from Beydoun et al. (1990).

 Figure 3.15   Residual data (i.e., the difference between the data in Figures 3.12 
and 3.14). The box represents the part of the data covered by the rectan-
gular area under study. The comparison between the black underlined P 
upgoing arrival (on the Z-component) along with the S upgoing arrival (on 
the X-component) in Figure 3.12, with those of this figure confirms the high 
quality of the tomography. Adapted from Beydoun et al. (1990).
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3.3.1.5 Conclusions

This diffraction tomography approach produced high-resolution 2D depth elastic 
models from offset VSP data, collected in the North Sea. The images reveal several 
geological and geomorphological features that had previously been undetected or 
poorly mapped by other surface seismic acquisitions.

The study has shown that the diffraction tomography technique is practical, effi-
cient and particularly suitable for depth imaging of complex geological systems.

3.3.2 Cross-hole field data

The second diffraction tomography example is aimed at handling acoustic and 
multicomponent borehole data collected at two different boreholes, located in the 
Paris basin. High-resolution tomograms were produced, allowing the identification 
of three near-surface hydrocarbon reservoirs with thicknesses of between 2–5 m. 
The reservoirs are separated by a set of north-south faults with east dips and throws 
in the order of 30-40 m, consisting of three sand levels imbedded in shales, and 
depths of between 575-600 m.

Beydoun provides a more detailed processing and interpretation of these data 
(Beydoun et al., 1989).

3.3.2.1 Field parameters

An oil field test site was constructed in the Paris basin, an area in which the geology 
is well known from previous well logs and seismic studies.

The test site has several boreholes with inter-well distances ranging between small 
offsets (80-100 m) and large offsets (600-800 m), making it favorable for cross-hole 
seismic research, such as downhole source prototypes.

 Figure 3.16   Cross-hole test site. Source/receiver setup. Adapted from Beydoun et al. 
(1989). 161: Geolock recorder; 162: Downhole seismic source: sparker/
weight-drop; 163: Dynamite source; 164: Downhole streamer.



83

3. Seismic tomography

For the purposes of this study, four cased 7-inch diameter boreholes were available 
(Figure 3.16) and a prototype weight drop downhole source was tested, designed 
at the Institut Français du Pétrole (IFP). A diagram showing the principle and 
mechanism of this downhole weight-drop source, which generates P and S-waves, 
is shown in Figure 3.17.

 Figure 3.17   Principle and mechanism of the downhole weight-drop source developed 
at the Institut Français du Pétrole (IFP). Adapted from Beydoun et al. (1989).

The seismic source was deployed with drill strings in borehole 162 and wall-clamped 
at depth 455 m, the firing position, with a packer (Brown 7 inches, type MI) which 
locked and unlocked to the hole through the tool’s rotation. The loading of the 
source (lifting of the mass) is carried out with the drill strings, the weight is then 
dropped automatically, hitting an anvil bound to the packer.

The seismic data were recorded simultaneously in borehole 164 with a vertical 
hydrophone streamer and in borehole 161 with a three-component geophone tool.

The basic acquisition tools were as follows:

– Source in borehole 162:
• weight-drop, generating mainly S-waves perpendicular to the borehole;
• 3,000 joules/shot;
• 2 shots/minute capability;
• depth = 455 m;

– Receivers in borehole 164:
• vertical hydrophone streamer not anchored, thus highly sensitive to tube waves;
• band range 10-5,000 Hz;



84

Seismic Imaging

• 48 channels;
• 1 m spacing.

– Receivers in borehole 161:
• triaxial geophone tool (Geolock H, CGG VSP tool) anchored, thus less sen-

sitive to tube waves;
• band range 10-150 Hz.

3.3.2.2 Seismic data

It should be noted that the hydrophones recorded the pressure disturbance in the 
borehole fluid and the geophones the vector wave field at the borehole wall, since 
the shot was simultaneously recorded by two receiver tools with sensitivity to differ-
ent physical quantities.

Figure 3.18 (a) shows the hydrophone data, dominated by down-going S waves, S-S 
and S-P reflections; while P-P and P-S reflections are absent.

 Figure 3.18   Hydrophone data. (a) Showing the different seismic arrivals in the raw data 
after tube-wave filtering. Note the absence of P-P and P-S reflections and 
the presence of strong down-going S-wave arrivals. (b) Subset data used as 
input data for the tomography. Adapted from Beydoun et al. (1989).
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This is due to:

• the pattern radiation of the source having a strong S lobe perpendicular to the 
borehole;

• the acquisition geometry with large angles of incidence, favouring the shear-
wave conversions.

The acquired data were processed with tube-wave filter removal, down-wave field 
separation and band-pass filters (40-60-300-450) Hz. Figure 3.18 (b) shows a 
subset of processed data.

Figure 3.19 shows the raw geophone data after rotation from (H1, H2) directions 
to (X, Y) directions, where X is the horizontal axis in the acquisition plane and Y is 
the transverse (out-of-plane) direction.

(a) (b)

 Figure 3.19   Geophone data: Z-component (upper) and X-component (lower). (a) Raw 
data after reorientation (X, Y). (b) After down-wave field separation and 
used as input data for the tomography. Adapted from Beydoun et al. (1989).

Given that seismic wave amplitude and travel time information are both used in 
the inversion algorithm, for a successful solution it is fundamental that careful data 
pre-processing is carried out to preserve both amplitude and travel time parameters.

The pre-processing steps for both datasets were similar:

• least-squares approach in the frequency and depth domains to estimate simul-
taneously the up and down-going tube waves by minimizing the separation 
residual;

• residual waves were filtered by similar processing to eliminate only down-going 
P and S-waves;

• only upgoing S-S and S-P reflected events are used for the tomography;
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• band-pass filtered; hydrophone data (40-60-300-450) Hz; geophone data 
(6-12-150-200) Hz;

• no deconvolution;
• 3D to 2D amplitude correction, i.e., √t multiplicative amplitude correction to 

compensate for the transverse (out of plane) spreading.

3.3.2.3 Initial model

The starting model for the tomographic inversion was defined by integrating cross-
hole data with log information from the three holes, and VSP information on P and 
S-waves in borehole 161. Unfortunately, a shear-wave sonic log was not available, 
because S-waves, being slower than Stoneley waves, were masked. The density infor-
mation was obtained from a compensated formation density (FDC) log in bore-
hole 164. An elastic 1D velocity-depth model was used as background (Figure 3.20) 
with the P/S-wave velocity ratio constant (equal to 1.9) at the reservoir area.

 Figure 3.20   Initial elastic 1D model. Adapted from Beydoun et al. (1989).

3.3.2.4 Depth elastic images: comparison with density log

In this field example, given that P-P scattered waves are not visible in the data and 
only up-going S-S and S-P scattered waves have enough energy, then P-wave imag-
ing is not possible and only two images, S-wave velocity and density images, could 
be generated.
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The diffraction tomography applied to the single-shot geophone data has a target 
zone, which encloses the reservoir area near the receiver borehole (161), and is 
defined as follows:

• from 40 to 75 m away from the emitter borehole (162) to the receiver bore-
hole (161);

• depth interval 475-625 m.

Since the tomography technique produces reliable estimates of changes in elastic 
parameters only when the source and receiver coverage is satisfactory, then the 
upper part of the elastic images (above 560 m) should not be interpreted due to 
insufficient coverage (Figure 3.21). In the lower right portion of the images (below 
560 m), source and receiver coverage is very good (maximum coverage), so a confi-
dence region can be defined here in the target zone.

The target zone for the single-shot hydrophone data, which encloses the reservoir 
area near the receiver borehole (164), is defined as follows:

• from 50 and 86 m away from the emitter borehole (162) to the receiver bore-
hole (164);

• depth interval 500-650 m.

In spite of the different nature of both geophone and hydrophone data (parti-
cle velocity and pressure), in coupling with the formation (clamped geophone 
versus hydrophone string), and spatially (holes 161 and 164), a good correlation 
between the images is observed. Furthermore, the three reservoir levels, R3=575 m, 
R2=583 m, and R1=600 m, can be identified.

In both boreholes, the density tomograms were assessed in a practical manner, by 
carrying out a comparison between the density images with a pseudo-density log. 
The density logs were convolved with a characteristic signal matching the frequency 
bandwidth of the density tomogram. Therefore, the results could be compared 
directly to identify similarities and differences to aid in interpretation.

In borehole 164, an FDC log was used, which verifies a good correlation between 
the two independent sets of density information.

In borehole 161, a density log was generated from a combination of gamma-ray, 
neutron-porosity, and the sonic logs from this borehole, and the density log of 
borehole 164.

The tomography of hydrophone data produced a better and cleaner density tomo-
gram than the geophone data image. Comparison of the images from both data sets 
revealed a vertical resolution of the geophone data image that is lower than that of 
the hydrophone data. This also fits with differences in signal bandwidth, 150 Hz 
versus 350 Hz. However, the fit at the Lower Hauterivian level, around R1= 600 m, 
seems reasonable.

Since the thicknesses of these reservoirs are of the order ≈ 3 m, the very limit of 
seismic resolution, it is difficult and delicate to attempt any detailed interpretation 
within each reservoir level, especially with only one-shot record.
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 Figure 3.21   Density logs, band-pass filtered density logs, and elastic depth migration 
images (density) of geophone and hydrophone data. Note the strong 
and different image artifacts on the upper portion of both images (above 
560 m) due to insufficient source and receiver coverage of this region. 
Within the reservoir area, the density image from the hydrophone data 
corresponds closely to the filtered log from borehole 164. Adapted from 
Beydoun et al. (1989).

3.3.2.5 Conclusions

The diffraction tomography approach, even using only a one-shot cross-hole acous-
tic (hydrophone) dataset, or a multicomponent (geophone) field dataset, proved 
successful in producing high-resolution (≈ 3-5 m) density tomograms for the inter-
well region. These tomograms are in close agreement with regional geology and 
density borehole logs.
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3.4 General conclusion

This chapter, supported by several seismic field data examples, demonstrates the 
possibility of imaging the subsurface structures with seismic tomography.

Seismic tomography is able:

• to handle acquisitions of various scales and geometries;
• to handle single or multi-component data;
• to handle direct, reflected or diffracted P or S-body waves;
• to produce high-resolution depth or time images;
• to provide confidence criteria for the resulting tomogram.

The main requirements for seismic tomography to build reliable images are:

• high fold coverage;
• large azimuthal coverage;
• data that preserves travel times and amplitudes;
• an initial model (P and/or S-wave velocity and density) that adequately repre-

sents the main subsurface features.
• low or moderate computational effort.

These tomograms may provide useful input data for further processing as pre or 
post-stack seismic migrations or for full waveform inversion techniques.
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Q U A L I T É

GÉOPHYSIQUE APPLIQUÉE4
Near-surface reflection 
surveying 6

J.-L. Mari

Seismic reflection is the most widely used seismic technique. It has the advantage 
of being able to provide a picture of the subsurface in two or three dimensions (2D 
or 3D) in a regular grid (Figure 4.1).

For the last two decades there has been significant progress in 3D seismic technol-
ogy. Between 1990 and 1996 there was an exponential increase in the number of 
3D seismic surveys carried out by many major oil companies to cover their offshore 
fields. Today, 3D land seismic acquisition is also developing very rapidly. The tech-
nology has reduced many uncertainties in oil and gas exploration and production, 
and it benefits greatly from developments in other fields such as computing, GPS 
positioning, an increased number of channels in instrument recording, improve-
ments in processing software, etc. 3D data are now increasingly used for field 
development and production and not only as an exploration tool. Pre-planning of 

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
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3D surveys has become a fundamental step to ensure that the 3D data quality meets 
structural, stratigraphical and lithological requirements. Pre-planning includes the 
evaluation of both geophysical and non-geophysical parameters such as environ-
mental considerations, health and safety requirements, etc. Specific pre-planning 
tools (Cordsen A., Galbraith M., Peirce J., 2000) have been developed to estimate 
all acquisition characteristics such as offset, fold and azimuth distributions, effects 
of surface obstacles, etc. Pre-planning steps aim to define the geological targets of 
the 3D survey, with the associated geophysical parameters, design and costs.

 Figure 4.1   2D and 3D seismic imaging (after J. Meunier, 2004, IFP School course).

In 2D acquisition, the image obtained after processing is a vertical seismic section. 
The horizontal axis of the section represents the geographical abscissa of subsur-
face points along the acquisition profile, and the vertical axis represents the record 
time. The seismic events that appear on the records correspond to the arrivals of 
waves reflected at normal incidence on the seismic horizons. The seismic horizons 
correspond to discontinuities of acoustic impedance; their picks provide a structural 
image of the subsurface.

3D seismic acquisition provides full volume interpretation, consisting of a collec-
tion of sections parallel to each other. Surface seismic has vertical and horizon-
tal resolutions measured in tens of meters with lateral investigation distances only 
limited by the size of the area investigated by the seismic surveys.

This chapter is neither a basic introduction nor a theoretical study of seismic acqui-
sition and processing; its goal is to show, through the use of field examples, the 
contribution of seismic reflection to near-surface imaging, and to hydrogeological 
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studies. For each field example we have described the survey design (acquisition 
parameters) and the applied processing sequence.

The reader will find more information about acquisition and survey design in 
Galbraith (2000), Lansley (2000), Mayne (1962), Meunier and Gillot (2000), 
Meunier (2011), Monk and Yates (2000), Musser (2000), Vermeer and Hornman 
(2000), and Chaouch and Mari (2006); more about signal processing in Mari et al. 
(1999, 2015); and more on seismic processing in Yilmaz (1987), and Robein (2003).

4.1 General notes about acquisition and survey 
design

2D seismic acquisition is achieved with either end-on (also called off-end) or split 
dip spreads (Figure 4.2-a).

a

b

 Figure 4.2   2D land seismic acquisition: (a) seismic spreads, (b) stacking fold.

The individual shot element is defined by the distance between the source and the 
first receiver, the number of receivers and the distance between two adjacent receiv-
ers. A receiver can be a single sensor (geophone for land acquisition) or an array 
of sensors. If the receiver is a single sensor, the interval between two receivers is of 
several meters, if it is an array, the interval is of several tens of meters. The maximum 
source-receiver offset to the far receiver is about the same as the maximum depth of 
the geological objective. The near receiver offset is chosen to minimize interference 
between ground roll (surface waves) and reflection arrivals. The distance between 
reflection points, assumed to be midpoints, is equal to half the receiver interval. For 
a receiver spread of length L, the length of the reflector illuminated is equal to half 
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the length of the spread (L/2). If the entire spread (source and receiver spreads) is 
shifted by L/2 then the reflection zone illuminated by the current shot adjoins that 
illuminated by the previous shot. Where there is no overlap between the successive 
reflection zones, the coverage is called single fold coverage.

If the distance between shots is m/2 times the receiver interval, where m is a submul-
tiple of the number of receivers N, then there is an overlap between the reflection 
zones illuminated by successive shots; the reflection coverage is then termed multi-
ple coverage, with the fold coverage being equal to N/m. Figure 4.2-b is an example 
of multiple coverage. A 12-receiver spread (N=12) is moved up by one receiver 
interval (m=2) to provide 6-fold coverage. The fold of coverage corresponds to the 
number of traces having the same common midpoint (CMP).

The distribution of offsets is regular in 2D surveys; the azimuth (angle between the 
theoretical direction of the seismic line and the straight line joining the source and 
the receiver) is constant (0° for end-on shooting, and 0° and 180° for split spread 
shooting).

Acquisition is more complex for 3D land surveys. Source and receiver lines are laid 
out to provide the most homogeneous coverage. The most conventional imple-
mentation is the cross-spread design with lines of sources perpendicular to lines of 
receivers (Figure 4.3).

 Figure 4.3   Cross-spread design: Lines of sources (green triangles) perpendicular to lines 
of receivers (red dots).

In 3D acquisition, the CMP is replaced by a cell or bin, the size of which being 
the product of half the source interval and half the receiver interval. Traces contrib-
uting to the same CMP bin have irregularly distributed azimuths and offsets. 
Implementation is optimized to ensure the most regular azimuth and offset distri-
bution possible. Figure 4.4-a shows a single fold 3D subset, obtained with an 
elementary cross spread for which source positions belong to the same source line, 
and receiver positions belong to the same receiver line. The stacking fold is the 
number of overlapping elementary cross spreads (Figure 4.4-b).
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a

b

 Figure 4.4   3D land seismic acquisition (after J. Meunier, 2004, IFP School course). 
(a) Cross-spread build up: Cross-spread set of seismograms for which source 
positions belong to the same source line, and receiver positions belong 
to the same receiver line. (b) Stacking fold: number of overlapping cross-
spreads (G. Vermeer).

The data are correctly sampled if the geophone interval i is sufficiently small (several 
meters) to avoid spatial aliasing. In 3D acquisition, it is necessary to use telemetric 
recording systems to simultaneously record several thousands of traces (an elemen-
tary shot being composed of several lines of receivers and several hundred receivers 
per line). The undersampling in distance can be done by applying a wave number 
filter in processing. Another solution is to use field arrays of sensors and a specific 
acquisition design called stacked array geometry introduced by Anstey (1986).

For 2D surveys, a common midpoint can be viewed as a spatial filter, which is the 
convolution of a receiver array and a stack array. The geometry of acquisition must 
respect the following rules (Figure 4.5):

• Shot points (SP) should be recorded with a symmetric split dip spread,
• Source and receiver intervals should be the same,
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• The SP should be located halfway between receivers,
• The receiver interval e should be n (number of sensors) times the sensor interval 

i (e=ni).

a

b

 Figure 4.5   2D stack array geometry (after J. Meunier, 2004, IFP School course); (a) 2D 
stack array rules; (b) convolution of 2 combs representing a receiver array 
and a stack array. Some wave numbers of the stack response are zeroed 
by notches of the receiver response, resulting in an unaliased combined 
response (from Meunier, 1998).

The extension of the 2D stack array theory to 3D acquisition is not straightforward. 
Source and receiver lines become source and receiver grids (x, y) and 1D arrays 
(combs) become 2D arrays (brushes).
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The geometry of acquisition (Figure 4.6) must respect the following rules (Meunier, 
1999):

• Same source and same receiver interval e in x and y (full grid),
• Receiver–array size n2i2 is equal to source and receiver intervals e2,
• Source and receiver grids are shifted by half an interval e/2 in both directions.

a

b

 Figure 4.6   3D stack array geometry (after J. Meunier, 2004, IFP School course). (a) 3D stack 
array rules; (b) convolution of the 3D receiver and stack arrays (Meunier, 1998).
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4.2 Comments on the reflection seismic processing 
sequence

The classical approach to seismic processing can be summarized in two main steps.

The first step includes pre-processing of the data and the application of static correc-
tions. The purpose of pre-processing is to extract reflected waves from individual 
shots, by filtering out the parasitic events created by direct and refracted arrivals, 
surface waves, converted waves, multiples and noise. It is intended to compensate 
for amplitude losses related to propagation. Deconvolution operators are applied to 
improve resolution and harmonize records by taking into account source efficiency 
variations and eventual disparities between receivers. Any deconvolution is sensitive 
to noise. A classically used method that is relatively robust to noise is deconvolution 
with the Wiener filter. The Wiener filter allows the processing of a measured signal 
to obtain a desired signal. It minimizes (least squares conditions) the difference 
between the desired signal and the signal estimated by the filter. The desired signal 
can be a Dirac impulsion. In this case, spiking deconvolution is necessary. Static 
corrections, which are specific to land seismic surveys, are intended to compensate 
for weathered zone and topographic effects. Seismic records are sorted in common 
midpoint gathers or common offset gathers.

The second processing step is the conversion of common midpoint gathers or 
common offset gathers into time or depth migrated seismic sections. This second 
step includes the determination of the velocity model, with the use of stacking 
velocity analyses, or tomography methods. The role of migration is to place events 
in their proper location and increase lateral resolution, in particular by collaps-
ing diffraction hyperbolas at their apex. Proper migration requires the definition 
of a coherent velocity field, which must be a field of actual geologic velocities in 
migrated positions. Determination of the velocity field is the most critical aspect of 
migration.

In near-surface experimentation, the separation of interfering wavefields is a crucial 
step to enhance reflected waves. To achieve this, wave separation filters such as F-K 
filters or SVD (Singular Value Decomposition) filters should be used.

4.3 Near-surface imaging

An experimental site at Vesdun (situated in the Cher region in central France) has 
been developed to train IFP School and university students, along with profes-
sionals. The geophysics training relates to the acquisition and processing of surface 
seismic data in 2D or 3D. A borehole has been drilled on site. It allows the acquisi-
tion of well seismic data such as vertical seismic profiles (VSP), and logging data 
such as full waveform acoustic data. The site is also used for experimental studies in 
near-surface geophysics.
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Shot points recorded for near-surface seismic surveys are usually corrupted by surface 
waves such as pseudo-Rayleigh waves. For seismic imaging based on reflected waves, it 
is necessary to be able to separate weak reflected events from high energy surface waves. 
Wave separation is a crucial step in the processing sequence. We describe here the 
benefit of combining two different wave separation methods to remove the energetic 
wavefield. The conventional F-K method is used to filter surface waves and converted 
refracted waves. The SVD method (Singular Value Decomposition) is then used to 
extract refracted waves. The different steps of the processing sequence are: amplitude 
recovery, deconvolution by spectrum equalization, wave separation by SVD and F-K 
filters, normal moveout (NMO) with constant velocity for quality control.

The shot point presented here is an end-on spread shot composed of 96 traces. The 
distance between 2 adjacent geophones was 1 m. The source was a weight dropper 
(see Figure 2.6-c in the “Refraction surveying” chapter). There was no data filter-
ing at the acquisition, consequently the shot was highly corrupted by surface waves 
(pseudo Rayleigh modes). This shot type is often called a noise profile. It can be 
used for the analysis of surface waves and also to define the acquisition parameters 
for near-surface 3D acquisition.

Figures 4.7 to 4.8 show the step-by-step processing sequence of the noise profile. 
At each stage the data are shown both in the time-distance domain, and in the 
frequency-wavenumber domain (f-k domain).

Figure 4.7-a shows the raw shot. The seismic trace close to the source is saturated. 
We observed a very strong attenuation of seismic amplitudes with the offset. After 
amplitude compensation (Figure 4.7-b), the direct wave, refracted waves, air wave 
and surface waves were clearly visible. The f-k amplitude spectrum shows that most 
of the energy is limited in wave number up to 0.25 c/m. Consequently, a geophone 
interval of 2m allowed the data to be recorded without spatial aliasing. A deconvo-
lution process was applied to the data to increase the vertical resolution by spectral 
balancing and to facilitate the wave separation (Figure 4-d). The wave separation 
process involves the extraction of a wave by an apparent velocity filter defined in the 
f-k domain and then the subtraction of the estimated wave from the dataset to obtain 
a residual section. The process is carried out iteratively for different waves or seismic 
events. Figure 4.7-d shows the estimation of the air wave and the Rayleigh wave.

The associated residual section is shown in Figure 4.8-a. On the 2D amplitude 
spectrum, we note that the energy is concentrated in the 0 to 0.2 c/m wave number 
interval. It is also possible to see that the air wave is aliased for frequencies larger 
than 200 Hz and appears with negative apparent velocities. The events with nega-
tive apparent velocities are shown in Figure 4.8-b, while the associated residual 
section (Figure 4.8-c) mainly contains the refracted events (Figure 4.8-d). The resid-
ual section associated with the refracted events shows events of very weak ampli-
tude with high apparent velocities in the 60 to 150 ms time interval (Figure 4.9-a). 
These events are reflected events. On the same section, we can observe low appar-
ent velocity events which are residues of direct waves and air waves (Figure 4.9-b). 
The residual section associated with the low apparent velocity events shows reflected 
events (Figure 4.9-c), which are flattened after NMO corrections (Figure 4.9-d).
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a b

c d

 Figure 4.7   Noise profile processing: (a) raw shot, (b) amplitude compensation, (c) decon-
volution, (d) extraction of air wave and surface waves.
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a b

c d

 Figure 4.8   Noise profile processing: (a) first residual section, (b) seismic events with neg-
ative apparent velocities, (c) second residual section, (d) direct and refracted 
waves.
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a b

c d

 Figure 4.9   Noise profile processing: (a) third residual section, (b) low apparent velocity 
events, (c) fourth residual section, (d) reflected waves after NMO corrections.
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The analysis of the noise profile shows that a seismic acquisition with a minimum 
offset of 40 m and a geophone interval of 2 m can be implemented to obtain 
reflected events in the 60 to 150 ms time interval. These parameters were checked 
in a 3D configuration, with an elementary cross-spread composed of 48 geophones 
(Figure 4.10-a). The distance between 2 adjacent geophones was 2 m. The source 
was a weight dropper situated in the middle of the recording, with a lateral offset of 
45 m. Figures 4.10 to 4.12 illustrate the step-by-step processing sequence.

Step 1: Display of the shot point before and after band pass filtering (Figure 4.10-b). 
In the upper part, we can see the refracted wave, the high frequency air wave and 
the low frequency surface wave. In the lower part, after filtering the air waves and 
surface waves are attenuated.

Step 2: Display of the shot point after amplitude recovery and band pass filtering 
(Figure 4.10-c): refracted waves can be seen in the first arrivals, and a reflected wave 
can be hypothesized after 0.1s.

Step 3: Display of the shot point after amplitude recovery, band pass filtering and 
deconvolution (Figure 4.10-d). The deconvolution increases the vertical resolution 
and facilitates wave separation.

Step 4: Extraction of refracted waves by SVD filter (Figure 4.11-a).

Step 5: Calculation of the first residual section: in the F-K diagram one can see 
events with wave numbers close to 0, and frequencies ranging between 50 Hz up 
to 200 Hz (Figure 4.11-b). Events with low frequencies and wave numbers ranging 
between -0.1 and 0.1 c/m can also be seen.

Step 6: Extraction of seismic waves with low apparent velocities by F-K filter 
(Figure 4.11-c).

Step 7: Calculation of the second residual section (Figure 4.11-d): one can mainly 
see reflected waves.

Step 8: Reflected waves after static corrections (Figure 4.12-a)

Step 9: Time variant velocity model used for the NMO correction (Figure 4.12-b)

Step 10: NMO correction with time variant velocity model. The reflected waves 
are flattened (Figure 4.12-c). Seismic horizons between 0.04 and 0.12 s can be seen.

Step 11: Time to depth conversion of the seismic section (Figure 4.12-d). The 
upper part of the figure shows the depth versus time law. On the seismic section, 
a continuous layer can be seen above 60 m. The layers below 60 m are situated in 
the bedrock.
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a

b

c d

 Figure 4.10   Elementary cross-spread shot: (a) acquisition spread, (b) raw shot before 
and after filtering, (c) amplitude compensation, (d) deconvolution.
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a b

c d

 Figure 4.11   Elementary cross-spread shot: (a) refracted wave, (b) first residual section, 
(c) low apparent velocity events, (d) Second residual section.
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a

b

c d

 Figure 4.12   Elementary cross-spread shot: (a) second residual section after static correc-
tions, (b) Rms velocity model, (c) section after NMO correction, (d) section 
in depth.
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The results obtained by the analysis of the noise profile and the elementary cross-
spread enabled the acquisition parameters for a 3D survey and processing flow to be 
defined, to obtain a significant 3D cube in multiple fold (up to 22).

The seismic spread was composed of a receiver spread and a source spread. The 
receiver spread, shown in green, had 2 receiver lines. The receiver line direction is 
known as the in-line direction. The distance between the receiver lines was 4 m. 
There were 24 geophones per line. The distance between the geophones was 2 m.

The source spread, shown in yellow, was composed of 11 source lines oriented 
perpendicular to the receiver lines. 11 shots were fired per line. The distance between 
the shots was 2 m. The distance between the source lines was 4 m. The source lines 
and the receiver lines were perpendicular.

The distance between the receiver spread and the source spread was 4 m. There was 
no overlap between the source and the receiver spread.

 Figure 4.13   3D Seismic spread.

Due to the geometry of acquisition, the geometric fold was symmetric. Figure 4.14 
shows the fold variation, which varied from 0 to 22.
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 Figure 4.14   Fold variation. Variation was from 0 to 22. The horizontal axis in the figure 
is the in-line direction. The vertical axis is the cross-line direction.

The processing was carried out with the SPW software developed by Parallel 
Geoscience (Mari and Herold, 2015). The listening time was limited to 250 ms, 
the sampling time interval was 0.5 ms. Figure 4.15 shows a shot point example.

 Figure 4.15   Example of a 3D shot point. It is possible to identify the refracted wave, 
reflected wave, air wave and surface wave. The air wave is aliased.
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The processing sequence of each shot includes: amplitude recovery, deconvo-
lution in the 15-150 Hz frequency bandwidth, tail mute, and static corrections 
(Figure 4.16). The deconvolution was carried out to increase the resolution and 
attenuate the surface waves. A tail mute was used to eliminate air waves and surface 
waves. The static corrections were performed to compensate the effects of the 
weathering zone. In the example, the 3D static corrections are very weak.

 Figure 4.16   Some processing steps. Top: example of a raw shot before and after tail 
mute; bottom: example of 3D shot point before and after deconvolution; 
left: near offset 3D shot point. The shot point is shot number 1 on line 1; 
right: far offset 3D shot point. The shot point is shot number 6 on line 11. 
A reflected event is clearly visible at 100 ms, after deconvolution.
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The data were sorted in common midpoint (CMP) gathers. NMO corrections were 
carried out with a stacking velocity model obtained by velocity analysis. Surface 
consistent residual statics were calculated to enhance the signal to noise ratio and 
preserve the high resolution of the data in the CMP stack procedure.

 Figure 4.17   CMP stacked sections. The high-resolution 3D cube revealed near-surface 
seismic horizons between 50 and 200 ms.

The 3D block is composed of 13 in-line sections 1 m apart. Each section is composed 
of 44 CMP points 1 m apart. Figure 4.17 shows an example of in-line and cross-line 
seismic sections extracted from the 3D block. The two sections presented (section 6 
in the in-line direction, and section 23 in the cross-line direction) intersect in the 
middle of the 3D block. They have been filtered in the 15-150 Hz bandwidth, 
which provides an excellent signal-to-noise ratio. The CMP point located at the 
intersection of the in-line seismic section No. 3 and cross-line No. 6 is located 
about twenty meters from a borehole in which a vertical seismic profile (VSP) was 
recorded. The VSP (Figure 4.18, top) was used to obtain an interval velocity model 
and a time versus depth law, which was used to perform the time to depth conver-
sion of the 3D block (Figure 4.18, bottom).
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 Figure 4.18   VSP and 3D block in depth. Top: Raw VSP and VSP logs (vertical time and 
interval velocities); bottom: 3D block in depth.
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4.4 A Hydrogeology example

This example concerns the imaging of a near-surface karstic reservoir at the 
Hydrogeological Experimental Site of Poitiers. The field case has already been 
discussed in the “Refraction surveying” chapter.

Preliminary studies led to the selection of the following spreads for 3D imaging. 
The detonating impulse source was selected to record high frequency data and to 
reduce the air wave effect. To preserve the high frequency content of the data and to 
have an accurate picking of the refracted wave, a single geophone per trace was used.

a

b

 Figure 4.19   Seismic spreads and field implementation of seismic lines. (a) Seismic 
spreads - A direct shot and reverse shot are fired in line to obtain 2D seis-
mic images. Several cross-line shots are fired to obtain 3D seismic images. 
(b) Seismic line implementation: the distance between 2 adjacent lines is 
15 m. Red points indicate well locations.

To avoid spatial aliasing, a 5 m distance between two adjacent geophones was 
selected. Due to the dimensions of the area, it was not possible to extend the 
length of the seismic line over 250 m in the in-line direction. Consequently, a 
48-channel recorder was used. In the cross-line direction, the extension of the area 
did not exceed 300 m. As a result, 21 receiver lines were implemented, with a 
15 m distance between adjacent lines. For the refraction survey, a direct shot and a 
reverse shot were recorded per receiver line. For the reflection survey, 3 shot points 
in the cross-line direction were fired per receiver line. The range of offsets was 
selected to optimize the quality of the seismic image in the reservoir zone, between 
40 and 130 m. The minimum offset distance was chosen as 40 m to reduce the 
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influence of surface waves. The distance between 2 adjacent shot points in the 
cross-line direction was chosen to be 10 m. Figure 4.19 shows the selected seismic 
spreads and the map locating the seismic lines. The red points indicate the location 
of the wells.

The processing sequence has been described in detail in several publications (Mari 
and Porel, 2007; and Mari and Delay, 2011), so it is only briefly explained here. 
Each shot point was processed independently (both in the cross-line direction and 
in the in-line direction) to obtain a single-fold section with a sampling interval of 
2.5 m (half the distance between 2 adjacent geophones) in the in-line direction. 
The processing of an in-line direct and reverse shot gather enabled a single-fold 
section with an in-line extension of 240 m to be obtained (indicated by a blue 
arrow on the seismic line map, Figure 4.19-b) while a cross-line shot gather has 
provided a single-fold section with an in-line extension of 120 m (indicated by a 
red arrow on the seismic lines map, Figure 4.19-b).

A 3D seismic refraction tomography (Mari and Mendes, 2012, see also the 
“Refraction Surveying” chapter) was carried out to map the irregular shape of the 
top of the karstic reservoir, and to obtain static corrections and a velocity model 
of the overburden. To add information to the inversion procedure, we used in-line 
and cross-line cross shots simultaneously, with an offset of 60 m. The shots were 
selected to ensure that the refracted wave was the first arrival wave, regardless of the 
source-receiver distance. The picked times of the first seismic arrivals for all shots 
(in-line and cross-lines shots), the depth map of the top of the reservoir (defined 
from the wells), and the velocity model obtained by the Plus–Minus method 
were used as input data for the inversion procedure (see “Refraction surveying” 
chapter). The inversion results obtained with 3D data emphasize the previously 
mentioned geological structures, providing a better understanding of their align-
ments and shape (corridor of fractures). Furthermore, no cavities were detected 
near the surface.

The processing sequence includes: amplitude recovery, deconvolution, wave sepa-
ration (SVD method for extracting refracted waves and combining the SVD and 
F-K methods for filtering surface waves), static corrections (obtained by inversion 
tomography) and NMO corrections. A VSP was recorded in well C1. VSP data 
were processed to obtain a time versus depth relationship and a velocity model. The 
velocity model was used to apply the NMO corrections. The VSP time versus depth 
law was also used to convert the time sections into depth sections with a 0.5 m 
depth sampling interval.

For illustration, the elementary cross-spread corresponding to geophone line 11 with 
a 60 m lateral source offset is shown in Figure 4.20.
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 Figure 4.20   Example of an elementary cross-spread.

Figures 4.21 and 4.22 show the first steps of the processing of the cross spread 
recorded on line 11 with a 60 m source offset. After amplitude recovery (Figure 4.21, 
top left) and deconvolution (Figure 4.21, bottom left), the wave separation proce-
dure is applied as follows:

• Extraction of the refracted wave by SVD filter (Figure 4.21, top right).
• Subtraction of the refracted wave from the initial section to obtain the first 

residual section (Figure 4.21, bottom right). The residual section shows mainly 
surface waves with low apparent velocities.

• Extraction of the low apparent velocity events by F-K filter (Figure 4.22, top left).
• Subtraction of the low apparent velocity events from the first residual section to 

obtain the second residual section (Figure 4.22, bottom left).
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 Figure 4.21   Processing of geophone line 11 with a 60 m source offset; top left: ampli-
tude recovery, bottom left: deconvolution, top right: refracted wave, bot-
tom right: first residual section.

 Figure 4.22   Processing of geophone line 11 with a 60 m source offset; top left: low 
apparent velocity waves, bottom left: second residual section, top right: 
time section, bottom right: depth section.
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The second residual section shows high apparent velocity seismic events with a poor 
lateral continuity. This could be reflected or diffracted waves corrupted by residual 
noise. The velocity model was used to apply the NMO correction to the residual 
section to obtain a zero-offset section at normal incidence.

The same processing sequence was applied to the 60 individual shot points to 
obtain 60 zero offset sections. The 60 sections were merged to create the 3D block. 
The width of the block in the in-line direction is 120 m. The abscissa zero indicates 
the location of the source line. The abscissa of the reflecting points varies between 
–60 m and +60 m in the in-line direction; the distance between two reflecting 
points is 2.5 m. Due to the geometry of acquisition, the shot point recorded 
on geophone line 11 with a 60 m source offset becomes the in-line section 31 
(Figure 4.22, top right). The VSP time versus depth law measured at well C1 was 
used to convert the time sections into depth sections with a 0.5 depth sampling 
interval. The depth conversion of time section 31 is presented in Figure 4.22 
(bottom right). In the 30 to 120 m depth interval, it can be noted that the vertical 
seismic resolution is insufficient to describe the heterogeneities inside the reservoir. 
The only way to increase the vertical resolution is to apply a deconvolution of the 
wave number to the depth sections. The result for depth section 31 is presented in 
Figure 4.23-a (upper part). A significant improvement of the vertical resolution is 
thus obtained.

After deconvolution, it was assumed that the seismic trace represents the reflectiv-
ity function of the geological model. Integration with respect to depth enabled the 
deconvolved seismic trace to be constrained to obtain an estimate of the interval 
velocity function versus depth. For this purpose, after deconvolution and inte-
gration, a Wiener filter (Mari et al., 2015) was applied to the seismic traces to 
convert the amplitude sections into velocity. The Wiener filter is designed to obtain 
an optimum fit between the acoustic velocity log at well C1 and the associated 
deconvolved and integrated seismic trace (Figure 4.23-b). The Wiener operator 
thus obtained was applied to all the deconvolved and integrated traces of the 3D 
block to transform an amplitude block into a 3D pseudo velocity block in depth. 
The result obtained with the in-line depth section 31 is shown in Figure 4.23-a 
(bottom). The procedure was validated by measuring correlation coefficients 
between estimated seismic pseudo velocity logs and acoustic logs at wells MP6, 
MP5, M8 and M9 (Figure 4.19-b).

The 2D direct and reverse shots were processed in the same way to laterally 
extend the 3D block. All pseudo-velocity depth sections were merged to create the 
3D block. The width of the block in the in-line direction is 240 m, and 300 m in 
the cross-line direction.
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a

b

 Figure 4.23   Example of deconvolved and pseudo velocity depth sections (in-line sec-
tion 31). (a) Depth section after deconvolution and depth tying (top). Depth 
pseudo velocity section (bottom). (b) Velocity functions at well C1: velocity 
function derived from acoustic measurement (black curve), velocity function 
derived from seismic trace (red curve).

In the in-line direction, the abscissa zero indicates the location of the source line. 
The abscissa of the reflecting points varies between –120 m and 120 m in the in-line 
direction. The distance between two reflecting points is 2.5 m. In the cross-line 
direction, the distance between two reflecting points is 5 m.

The pseudo velocity sections of the 3D block thus obtained were merged with those 
obtained by refraction tomography (see “Refraction surveying” chapter) to create 
a 3D extended velocity model from the surface (Figure 4.24). Figure 4.24 (top 
left) shows the results obtained for the in-line 31 seismic section extracted from 
the 3D extended velocity model. It also shows the velocity map at a depth of 87 m 
(Figure 4.24, top right). The 3D velocity model shows the large heterogeneity of 
the aquifer reservoir in the horizontal and vertical planes. To quantify the porosity 
variations within this aquifer, the seismic interval velocities were first converted into 
resistivity values. For this purpose, the empirical relationship between seismic veloc-
ity and resistivity proposed by Faust (1953) was used. Resistivity values were then 
converted into porosity values, using Archie’s law (1942). Figure 4.24 (bottom) 
shows the pseudo velocity and porosity seismic sections for the in-line 21 and cross-
line 24.
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 Figure 4.24   3D seismic processing. Top left: in-line 31 pseudo-velocity section (upper 
part: close up of 0 to 35 m depth interval). Top right: pseudo-velocity map 
at 87 m depth. Bottom left: in-line 21 pseudo-velocity and porosity seismic 
sections. Bottom right: cross-line 24 pseudo-velocity and porosity seismic 
sections.

The resulting 3D seismic pseudo-porosity block revealed three high-porosity layers, 
at depths of 35 to 40 m, 85 to 87 m and 110 to 115 m. The 85 to 87 m layer is the 
most porous, with porosities higher than 30 %, which represents the karstic part of 
the reservoir. Figure 4.25 shows the distributions of porous bodies in the 80 to 90 m 
and 100 to 120 m depth intervals.



119

4. Near-surface reflection surveying

 Figure 4.25   Distribution of karstic bodies. Top: the 80 to 90 m depth interval. Bottom: 
the 100 to 120 m depth interval.

The 3D block is composed of elementary cells (2.5 m in the in-line direction, 5 m 
in the cross-line direction, and 1 m deep), which clearly show the connectivity of 
the karstic bodies. The local validation of the results obtained by the 3D seismic 
method was achieved using full waveform acoustic data and VSP, recorded in 11 
wells in 2014 and 2015 respectively (Mari and Porel, 2018).
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4.5 Conclusion

Seismic reflection technology has been developed for the oil industry. The 3D 
seismic spread designs require the use of telemetric recording systems. Processing 
sequences enable high-resolution 3D seismic blocks to be obtained, due to sophisti-
cated algorithms (3D prestack depth migration, full waveform inversion…) that are 
implemented on high performance computers.

In this chapter we have shown that it is possible to obtain very high-resolution 3D 
blocks for near surface applications with very basic seismic spreads (48 channels 
recorders, a single geophone per trace, light seismic source). Near surface studies 
require specific test phases to define the optimum acquisition parameters (minimum 
offset, geophone interval). The processing sequence must be carefully adjusted to 
the field data, especially for the wave separation.

In the near-surface karstic reservoir imaging example (Hydrogeological Experimental 
Site of Poitiers), we have shown that the velocity distribution obtained by refraction 
tomography in the first 30m can be merged with the velocities extracted from the 
amplitude of the reflected events, to obtain a continuous velocity model from the 
surface up to a depth of 120 m.

The spread, designed for near-surface reflection surveying, can be used for refrac-
tion surveying and surface wave analysis. The results obtained using the different 
methods can be productively combined, which is explored further in the “Hybrid 
seismic methods” chapter.
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Q U A L I T É

GÉOPHYSIQUE APPLIQUÉE5
Full waveform inversion 7

H. Chauris

5.1 Overview

Full Waveform Inversion (FWI) is a processing technique to derive quantitative 
images of the subsurface from seismic measurements. By quantitative, we mean for 
example P-wave velocity models expressed in m/s, and not only a structural image 
of the Earth as a classical stack section would provide. The principle is simple: the 
optimal model is the one for which the computed shot gathers are reproducing the 
observed shot data. More details on the formulation are provided in section 5.3. 
Beyond the apparent simplicity, the practical applicability of FWI is a difficult task. 
This is a non-linear process; the user should provide an initial model; the quality of 
the final inverted model depends on the reliability of the low frequency content of 
the observed data. A proper strategy should be established to iteratively determine 
the model (typically by successively introducing higher frequencies). One also needs 
to use the adequate wave equation to generate synthetic wave fields and associated 

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
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shot gathers in order to mimic the physics of wave propagation. Finally, due to the 
limited data frequency band and limited data acquisition from the surface only, 
FWI does not necessarily lead to a unique solution. For example, if the user is 
interested in determining P-velocity and density models, there is an intrinsic trade-
off between the two quantities, especially for short offset data. This is not specific 
to FWI: other imaging techniques suffer from the same effect, but this is visible in 
the FWI context as FWI is expected to provide quantitative results. A large number 
of FWI results have been published on real data in seismology, as well as at the 
exploration scales, at least in the marine case. The use of the technique on land with 
onshore data, however, has only been proven for a limited number of applications 
due to the presence of strongly energetic surface waves. While at the geotechnical 
scale, it has only been tried on a few occasions (among others, Gao et al., 2007; 
Gélis, 2005; Pérez Solano et al., 2014).

The chapter is organised as follows. We first give a brief overview of the history of 
Full Waveform Inversion (section 5.2). We then introduce the formalism, limit-
ing the number of equations to the most important ones. We discuss the poten-
tial impact as well as the limitations of FWI. This is an important section for 
anyone who would like to evaluate the potential of FWI on a particular dataset 
(section 5.4). Finally, we present a few illustrations at the geotechnical scale. For an 
overview of FWI at the seismological and exploration scales, we refer to Virieux and 
Operto (2010), and to Fischtner (2010) as well as to three recent didactic papers 
(Louboutin et al., 2017; Louboutin et al., 2018; Witte et al., 2018).

There are two main elements to consider before applying FWI: the first important 
aspect is that Full Waveform Inversion considers the full wave field (e.g. pressure 
field or vertical displacement at the receiver position), and does not decompose the 
data in terms of travel times and amplitude (more details in 5.3). The other impor-
tant aspect is that FWI can provide high-resolution quantitative results if there is a 
correct understanding of the main phenomena influencing the wave propagation as 
well as a proper strategy to iteratively converge towards a meaningful solution. For 
these reasons, FWI is not an automatic process and is applied after more standard 
processing such as travel time tomography (Bishop et al., 1985).

5.2 History

This section mainly refers to the exploration scale (imaging of the first few kilometres 
of the subsurface). It is perhaps surprising that the formalism was not derived until 
the 1980s, through the work of Tarantola and his group in particular (Tarantola, 
1984; Mora, 1987). Imaging is an inverse problem: one seeks a model such that 
the differences between the modelled (computed) data and the observed data are 
minimum in the least-squares sense. This is a very standard technique in many 
physical fields. On the geophysical side, the new aspect discovered in the 1980s 
was a method to update the model, i.e. how to compute the gradient of the misfit 
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objective function. Similar expressions existed before, for example proposed by 
Claerbout (1968) but not necessarily leading to quantitative results. The definitions 
of the objective function and the associated gradient are detailed in section 5.3. 
In practice, the applications were limited to small size 2D datasets due to limited 
computer capabilities (more details on this aspect in section 5.4, “memory and 
CPU requirements”).

New perspectives appeared around 2000, not only because computers were more 
powerful, but also because Sirgue and Pratt (2004), among others, proposed a 
practical strategy for the applicability of FWI. This strategy is further discussed 
in section 5.4 (“how to avoid local minima”). The main idea is to start from low 
frequency data. Following a few FWI iterations, the inverted model will contain the 
large-scale structure. Higher frequencies are then progressively introduced and the 
model is refined accordingly. The strategy of directly considering the full bandwidth 
may lead to an incorrect solution: it means that the objective function is multi-
modal (i.e. contains local minima) due to the non-linearity between the data and 
the model (more details in section 5.4). Spectacular results were obtained by Pratt 
and his group, especially on synthetic data for which the observed data contain low 
enough frequencies to enable the use of the increasing frequency strategy. The 2004 
EAGE workshop demonstrated the fundamental role played by the low frequen-
cies during the first iterations, and consequently triggered renewed interest in FWI 
(Billette and Brandsberg-Dahl, 2005).

Since the early 2000s, FWI has been developed from 2D to 3D, from acoustic to 
elastic and visco-elastic, as well as in anisotropic contexts, from offshore to onshore 
datasets. It is clear that the development of computer facilities has supported this 
trend. FWI remains under development, particularly for multi-parameter estima-
tion (i.e. not only pressure velocity models vp from body waves, but also shear veloc-
ity models vs from surface waves, as well as anisotropy or attenuation parameters). 
The difficulty is to extract more than one parameter (Operto et al., 2013). Since 
the 1980s, the challenge has been to incorporate higher frequencies from the data, 
initially in 2D and now in 3D, as well as more physics (more details in section 5.4).

5.3 Formalism

For reasons of clarity, we limit the number of equations presented in this section, 
and aim to give a physical interpretation of the different quantities introduced. The 
objective of FWI is to minimize the least-squares misfit function

 J m d m d( ) = ( ) −1
2

2
calc obs , (5.1)

where m x( ) is the model to be determined, which is a function of the spatial coor-
dinates x = ( )x y z, , , d tobs s r, ,( ) the observed data at source position s , receiver 
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position r  and for time t. The calculated data d tcalc s r, ,( ) are a function of the m 
model and are the solution of the wave equation

 L m d t t( ) ( ) = −( ) ( )s x s x, , ,δ Ω  (5.2)

 d t d tcalc s r s x r, , , , ,( ) = =( )  (5.3)

where L is the wave equation operator, d the wave field, Ω t( ) the seismic source 
wavelet, and δ the dirac distribution. It means that the wave field d is the solution of 
the wave equation for a point source located at x s=  and for a seismic source wave-
let. The calculated data are obtained by sampling the wave field d at the receiver 
position (Eq. (5.3)). The simplest case corresponds to the constant density acoustic 
wave equation, with m being the pressure velocity model v p, yielding

 L m
v tp

( ) =
( )

∂
∂

−1
2

2

2x
∆. (5.4)

The Laplacian operator Δ is the sum of the second-order derivatives in space. There 
are thus three elements to evaluate the quality of a given model m x( ):
• Determination of the source wavelet Ω t( ) (Pratt, 1999);
• Choice of the wave equation operator L;
• Resolution of the forward modelling (equations (5.3) and (5.4)) (Louboutin 

et al., 2017; Louboutin et al., 2018). In section 5.4, we provide more informa-
tion on this aspect.

The evaluation of J m( ) is a first step, but one usually needs to determine a more 
suitable model. There are a few recent examples of global search methods (e.g. 
Sajava et al., 2016). For this strategy, the model space is explored with a Monte 
Carlo approach or with genetic algorithms. Such an approach would be feasible 
if the number of model unknowns was small, but this is not typically the case: 
the model space normally contains millions of unknowns as it is finely discretised 
along the x, y and z-axis. As discussed in section 5.4, the CPU cost for solving a 
single equation (5.2) is the main limiting factor for a global approach (Raknes et al., 
2017). The only practical approach is to use a gradient-based inversion, where the 
model is iteratively determined. The requirements for this are:

• an initial model, usually determined by a standard tomographic approach 
(Bishop et al., 1985);

• computation of the gradient of the objective function (Plessix, 2006).

Formally, the gradient of the objective function is written as the derivative of the 
objective function with respect to the model parameters. It has the same (large) size 
as the model space. This is not a trivial task: J depends on m through the depend-
ency on dcalc, and the relation between dcalc and m is given by the wave equation 
and is clearly non-linear (Eqs. (5.2–5.4)). As mentioned in the introduction, Lailly 
(1983) and Tarantola (1984) established an efficient way to compute the gradient, 
with the “adjoint state method” (Plessix, 2006). This approach is related to the 



127

5. Full waveform inversion

minimization under constraints, with the introduction of Lagrangian multipliers 
λ s x, ,t( ). In practice, the derivation of the gradient requires three elements:

• computation of the forward wave field d (Eq. (5.2)) for each source;
• computation of the backward residual wave field λ, also for each source. It is 

obtained by solving the adjoint wave equation (for the constant density acoustic 
wave equation, the same wave equation applies) for a source term being the 
residual wave field at the receiver position d dcalc obs− .

• cross-correlation between d and λ, with a summation over all times, but for fixed 
spatial x  positions.

The final gradient is obtained by adding the contribution of all sources. In practice, 
the derivation of d and λ are very similar: the gradient thus requires two modelling 
steps. The CPU cost associated to the cross-correlation is much less than that for 
solving the forward or backward problem.

Once the gradient is computed, the new model is updated with the typical strategy

 m m
J
mn n+ = − ∂
∂1 α , (5.5)

where the gradient is ∂ ∂J m/  and α > 0 a scalar step length. More advanced meth-
ods such as quasi-Newton or Newton approaches take into account the curvature of 
the objective function (Hessian) for a faster convergence (Nocedal, 1980).

As mentioned before, the user should provide an estimation of the source wavelet. 
The most popular strategy is to consider the direct arrival between a source and a 
receiver (Pratt, 1999). In practice, such determination depends on the unknown 
velocity model in the shallow part: the source wavelet as well as the model itself are 
together iteratively determined.

By definition, Full Waveform Inversion considers the full wave field (e.g. pressure 
field or vertical displacement at the receiver position) and does not decompose 
the data in terms of travel times and amplitude. Travel time is a notion associated 
to high frequency approximation, also known as geometrical optics. FWI is thus 
considered as a “wave equation approach”, in the sense that it takes into account 
effects related to finite frequencies, such as the diffraction on a scatter. In practice, 
FWI can partly select data around certain windows, for example to only include 
a zone around the direct arrivals or to remove ground roll. This means that equa-
tion (5.1) is modified according to

 J m M d m d( ) = ( ) −( )1
2

2
calc obs , (5.6)

where M is a mask in the data domain. With the adjoint state approach to derive the 
gradient, only a minor change is needed in the so-called adjoint source.

In the next section, we illustrate the behaviour of FWI on a 2D synthetic dataset 
and discuss the impact of several factors, such as the initial velocity model and the 
role of the frequency content of the data.
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5.4 Applicability and practical aspects

Below we provide some practical solutions for a number of key issues that users 
must address when applying FWI to specific datasets (Virieux and Operto, 2009; 
Operto et al., 2013; Basker et al., 2016; Raknes et al., 2017).

Model parameterization

Defining the model parameterization, i.e. the quantity FWI should determine, is 
the first issue to be considered. This may seem curious but is in fact essential in 
the case of multi-parameter estimation. We considered a practical example here: 
suppose that the model unknowns are the pressure velocity v p model and the density 
model ρ. The P-impedance is the product of the density and velocity (I vp p= ρ ). 
We compared two strategies:

• In the first case, v p  and density ρ were determined by FWI. Then the imped-
ance was deduced from the product of the final v p  and ρ models;

• In the second case, v p  and I p were determined by FWI. The density model 
was determined a posteriori by dividing I p by v p.

The two approaches do not lead to the same result, as illustrated by Operto et al., 
2013. This should not be surprising because for zero-offset data there is a trade-off 
between a velocity and density contrast associated to diffraction. With larger offsets, 
the diffractions have different responses. This means that the algorithm converges 
to different solutions, all in the null space, depending on the initial model.

Choice of wave equation

Selection of the appropriate wave equation is of course critical. It must be sensitive 
to the model to be determined. For example, if the attenuation factor is of inter-
est, then the wave equation should contain visco-acoustic or visco-elastic terms. If 
the analysis of surface waves is important, then acoustic modelling is not sufficient 
and elasticity should be considered. The determination of a v p model from marine 
acoustic data is a subtler example. An acoustic framework would usually be suffi-
cient in this situation, unless the data contain converted waves, even if only the 
pressure is recorded at the receiver position. For pure acoustic data, is there a need 
to consider density? The amplitudes of the transmitted (diving) arrivals are not sensi-
tive to density, whereas this is the not the case for reflected waves. Such questions are 
still not fully solved.

Time versus frequency

Two main approaches are possible to solve the direct problem (Eq. (5.4)) and the 
inverse problem: either in the time or the frequency domain (Virieux and Operto, 
2009; Raknes et al., 2017). Many scientific papers were published on this topic in 
the 2010s. From a theoretical point of view, the two approaches lead to the same 
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results if dense frequencies cover the whole spectrum. The Parseval relationship 
indeed indicates that

 J m d m t d t d m d( ) = ( )[ ] − [ ] = ( )[ ] − [ ]1
2

1
2

2 2
calc obs calc obsω ω , (5.7)

where the dependency on w indicates the Fourier transform from time to angular 
frequency. We omit the dependency on the source and receiver positions. The result 
is different if one considers only a small number of discrete frequencies. There is 
currently some consensus that:

• for many frequencies, the most efficient approach is time implementation.
• for a limited number of frequencies in 3D, the time approach is also preferred, 

followed by a discrete Fourier transform.
• for a limited number of frequencies in 2D, the frequency approach is more 

suited, but one has to solve a large (sparse) linear system, for example with a LU 
decomposition. Once this LU decomposition is performed, the imaging is very 
efficient.

Beyond the time versus frequency approaches, the most important aspect is to avoid 
local minima.

FWI = migration + tomography?

This title is a reference to a publication by Mora in 1989. For an adequate applica-
tion of FWI, it is essential to understand how FWI behaves. In particular, FWI has 
two main “modes”, i.e. different methods of updating the long and short wave-
length components of the velocity model:

• The tomographic mode means that the long wavelengths of the velocity model 
are updated, with an influence on the kinematics of wave propagation. In prac-
tice, this is the difficult part of FWI as this process is non-linear: if one multi-
plies the velocity model by 10%, then the data, for example reflected waves, are 
recorded at a different (shorter) time;

• The migration mode indicates that if the data, up to a first-order approximation, 
linearly depend on the short wavelength components of the velocity model. 
After linearization, the data only contain reflected waves. If the velocity pertur-
bations are increased by 10%, then the recorded pressure or displacement at the 
receiver is also multiplied by the same factor.

There is no strict limit between the tomographic and migration modes in FWI, but 
if multiple frequencies are used for the inversion, the migration will dominate and 
it will be difficult to update the long wavelengths. The linearized version of FWI is 
called “iterative least-squares migration” (LSM). Standard migration corresponds to 
the first iteration only.
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Avoiding local minima

A standard FWI application, without careful pre-processing or meticulous param-
eter selection, would not typically lead to the expected solution. The algorithm may 
easily converge into a local minimum, which is possibly far from the global mini-
mum (Bunks et al., 1995). To analyse this, it is useful to refer to the tomographic 
and migration modes explained in the previous section.

Seismic data are oscillatory signals by nature, as the zero-frequency part is not 
recorded. The FWI misfit function (Eq. (5.1)) evaluates the least-squares distance 
between calculated and observed data, both being oscillatory signals. If the initial 
velocity model provides the correct kinematics, then FWI mainly operates in the 
migration mode and the events are correctly positioned. If the initial kinematics are 
not correct, then the algorithm will match incorrect phases between the synthetic 
and observed data. This is known as the cycle-skipping effect: it means that the 
algorithm converges in a local minimum (Bunks et al., 1995).

We illustrated this effect using a very simple example, representative of what happens 
in practice. We considered a single trace. The blue trace corresponds to the observed 
data (Figure 5.1). An incorrect velocity model has an effect on the kinematic (posi-
tion) and on the dynamic (amplitude) of the events. We studied here the kinematic 
effect because of the non-linearity. The red trace is the one in the inverted model 
(Figure 5.1, top). It does not perfectly match the observed trace because of the pres-
ence of noise. We then shifted the red trace to mimic the kinematic effect, for half 
a period and for a period (Figures 5.1, middle and bottom).

 Figure 5.1   Observed trace (blue) and synthetic trace (red), for different shift values 
applied to the red trace (from top to bottom: 0, -21 and -42 ms, respectively).
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For each possible shift, we computed the standard least-squares misfit (Eq. (5.1)) 
between the observed (blue) and synthetic trace (red) (Figure 5.2, blue solid line). 
The objective function oscillates, with a minimum for zero-shift as expected (blue 
dot). The shift of half a period corresponds to a local maximum (red dot) as the 
two signals are out of phase (Figure 5.1, middle), whereas the shift of a period is 
associated to a local minimum (cyan dot) for which the blue and red traces are 
mainly in phase. The maximum possible shift to ensure a convergence towards the 
global minimum (blue dot) is indicated by the red dot. This phenomenon is known 
as the cycle-skipping effect. For the same signals, if the central frequency had been 
halved, then the shape of the objective function would be within the blue dashed 
line (Figure 5.2). It means that the basin of attraction is twice as large (Bunks 
et al., 1995).

 Figure 5.2   Shape of the objective function for different shift values. The blue, red and 
cyan dots are associated to the traces in Figure 5.1 (from top to bottom). 
When the central frequency is divided by two, the objective function has a 
basin of attraction (dashed line) that is twice as large.

In conclusion, there are two main strategies to ensure a proper convergence:

• Start with an initial velocity model that is not too far away from the correct 
solution.

• Use low frequencies at first, then progressively increase the frequency content. 
Low frequencies have larger basins of attraction than higher frequencies, as illus-
trated in Figures 5.1 and 5.2. Different authors have proposed practical rules 
(Sirgue and Pratt, 2004). The current practice is to consider a frequency band 
f f0 −[ ], where f0 is the minimum reliable frequency and where f  increases 

progressively. The alternative is to let f0 also increase. Note that for a given fre-
quency band, at least a few non-linear iterations are performed before modifying 
the frequency range. Then the same process is repeated.

Beyond these two points, the redundancy of the data is an important aspect to 
constrain the inversion. The null space refers to equivalent models associated to the 
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same misfit value. The reduction of the size of the null space can be achieved by 
introducing log data or a priori information.

Memory and CPU requirements

FWI is an expensive process, both in terms of memory and CPU requirements. 
Let’s consider a simple case where the forward and backward wave equations are 
solved with a standard Finite Difference scheme (Virieux, 1986). We applied 
the constant density acoustic wave equation (Eq. (5.4)). In the simplest case, 
one first needs to define a regular grid in time and space; the second-order time 
derivative and Laplacian operator are approximated in 2D by + − +[ ] ( )1 2 1 2, , / ∆t , 
+ − +[ ] ( )1 2 1 2, , / ∆x  and + − +[ ] ( )1 2 1 2, , / ∆z , where Δt, Δx and Δz are the grid incre-

ments along the time and space axis. They cannot be chosen arbitrarily and should 
satisfy the conditions

 ∆ ∆x z
v
f
min

max
= ≤ 1

10
 (5.8)

 ∆

∆ ∆
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x z
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≤

( ) + ( )
1

1 1

1
2 2

 (5.9)

The first equation is the dispersion condition: the space discretization should be 
10 times smaller than the maximum wavelength v fmin max/ , obtained for the mini-
mum expected velocity value in the model and for the maximum frequency. This is 
more restrictive than the Nyquist condition (more than 2 points per wavelength) as 
this is not a static representation but a dynamic one. If the condition is not satisfied, 
then numerical dispersion is observed on the signals.

Equation (5.9) is related to the stability condition and is a function of the maximum 
velocity value. If the condition does not hold, the scheme is not stable and does not 
provide any useful information.

Let’s consider an example for a target at 1 km depth, with desired maximum frequen-
cies at 10 Hz and 100 Hz, for typical velocities between 300 m/s to 3000 m/s.

 Table 5.1   2D discretization in space and time for the same extreme velocity values and 
for two different maximum frequency values, as well as the storage require-
ment for a single wave field (right column).

Δx (m) Δz (m) Δt (ms) Storage (GB)

fmax = 10 Hz
vmin  = 300 m/s
vmax  = 3000 m/s

3.0 3.0 0.70 3.2

fmax = 100 Hz
vmin  = 300 m/s
vmax  = 3000 m/s

0.3 0.3 0.07 3200
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Note that fmin  does not play a role here. For fmax  = 100 Hz, the discretization is 
very fine. Suppose that the image is 1 km deep and 5 km long, with a record up 
to 1 s. The number of samples can be easily computed. For a simple example, the 
storage for a single wave field is evaluated in Table 5.1, right column. This is feasible 
for the 10 Hz case, but not for the 100 Hz. The important aspect is that the storage 
depends on fmax

3  in 2D and fmax
4  in 3D (with the introduction of Δy). In practice, 

the maximum processed frequency is limited because of limited memory and CPU 
resources.

5.5 Examples

Below we present an example of the capabilities of FWI, as well as its applicability 
for a 2D synthetic dataset. The choice of synthetic versus real data is driven by the a 
posteriori control of the results. At the end of the section we discuss the additional 
difficulties related to real data (Basker et al. 2016).

Geophysical context

The synthetic data is inspired from a real data acquisition in the geotechnical 
context (Deidda and Balia, 2001). It consists of three main parts: an unconsoli-
dated sediment layer with silt and clay in the deeper part, a concrete layer at around 
4-5 m depth and a compacted back fill material in the shallow part (Figure 5.3). For 
the analysis, we use the same synthetic model (with P-wave velocity and density) as 
presented in Pérez Solano et al., 2014. Despite the apparent relatively simple struc-
ture, the difficulty in this model comes from its lateral variations.

 Figure 5.3   Exact vp (top, in m/s) and density (bottom, in kg/m3) models, from (Pérez 
Solano et al., 2014).
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For simplicity, we have used acoustic modelling. With elasticity, the presence of 
surface waves largely complicates the imaging strategy (see below in the discussion 
part) (Brossier et al., 2009). The modelling is based on a staggered grid strategy with 
a velocity-stress formulation (Virieux, 1986). The particle velocity is converted at 
the surface into a pressure wave field. The acquisition geometry consists of regular 
shots every 1 m along the profile and receivers at ±10 m around the source position, 
knowing that the maximum depth to be investigated is at around 10 m. It means 
that in this configuration, the interesting information is contained in the reflected 
waves and not in the transmitted waves for which longer offsets would be needed 
(see Chapters 2 and 3 on “refraction surface” and “seismic tomography”).

Inversion results

For the definition of the initial model (here the v p and density models), we used 
a simple gradient model, where the parameters linearly increase with depth 
(Figure 5.4). This model is consistent with a smooth version of the exact model on 
the left or right parts, but differs in the central part (Figure 5.3). The only modifica-
tion brought to this gradient model was the introduction of the shallow layer (first 
50 cm) with a dipping interface around x = 12 and 53 m (Figure 5.4).

 Figure 5.4   Initial vp (top, in m/s) and density (bottom, in kg/m3) models.

In the first strategy (A), the minimum and maximum data frequencies were 30 and 
300 Hz, respectively. All frequencies were inverted simultaneously. Note that the 
central frequency was about 120 Hz. The non-linear minimization was obtained 
with a standard quasi-Newton scheme (L-BFGS, (Nocedal, 1980)), for which the 
last 5 iterations are used to build the inverse of the Hessian to speed up convergence 
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and more importantly to equalize the contributions with depth (at the first itera-
tion, only the very shallow part is updated). Note that only the P-wave model was 
updated: the density model remained unchanged, even if the exact density model 
differs from the initial model (Figures 5.1 and 5.2, bottom). After 30 non-linear 
iterations, the final model displays some interesting structures, for example around 
x = 27 m (Figure 5.5). We superimposed the main elements in a dashed black line 
extracted from the exact model (Figure 5.3). But this final model does not display 
homogeneous velocities within the cemented structures. The bedrock is not hori-
zontal and its depth is slightly underestimated in the central part. In fact, the FWI 
algorithm converges to a local minimum as the initial model (Figure 5.4) is too far 
from the correct one for the frequency range of the data.

 Figure 5.5   Inverted vp model (m/s) after 30 iterations, with fmin = 30 Hz and fmax = 300 Hz. 
The density model is not updated.

We thus developed the second strategy (B), consisting of two steps: (1) 15 non-linear 
inversions with frequencies between 30 and 60 Hz, and then (2) 30 non-linear inver-
sions with frequencies between 30 and 300 Hz as before. The intermediate model 
after 15 iterations is smooth and contains higher velocities in the cemented struc-
ture, even if the limit is not clear (Figure 5.6, top). From that result, we increased 
the frequency range. The final model (Figure 5.6, bottom) provides a very satisfac-
tory result. The velocity model is much more homogeneous and the main interfaces 
are correctly positioned. Also, the low (blue) velocity anomaly around x = 45 m and 
z = 5 m is well retrieved. Note that some oscillations were created to compensate for 
density contrasts as the density model remains unchanged.

This is clearly visible on vertical sections extracted from the inverted and exact 
models (Figure 5.7). There is a good agreement between the inverted (blue) and 
exact (red) velocity models (Figure 5.7, left) and a quantitative match between the 
impedance models ρv p  (Figure 5.7, right), where v p is the inverted model and 
ρ the initial model. For example, for x = 30 m, the velocity jump at 1 m depth is 
overestimated in v p and correctly determined in ρv p . Here, the image mainly comes 
from the analysis of reflected waves; this is why the impedance section is preferred 
compared to the velocity section.
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 Figure 5.6   Inverted vp models (m/s); top: after 15 iterations with fmin = 30 Hz and fmax = 
60 Hz; bottom: after 30 iterations with fmin = 30 Hz and fmax = 300 Hz, starting 
from the model on the top. As for Figure 5.5, the density model is not updated.

 Figure 5.7   Vertical selections across vp models (m/s), left, and impedance models ρvp (in 
103 kg/s/m2), right, for x = 20, 27, 30, 40 and 45 m, from top to bottom, 
respectively. Dashed black line: initial model; dashed green line: intermediate 
model (Figure 5.6, top); solid red line: inverted model (Figure 5.6, bottom) and 
solid blue line: exact model. As for Figure 5.5, the density model is not updated.
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The FWI objective function decreases in the two steps (Figure 5.8). Here, we have 
shown all iterations, even though the L-BFGS algorithm does not consider all of 
them as real iterations. The reason is that each iteration has the same CPU cost. The 
objective function is normalized by its maximum value. After the first step (itera-
tion 15), the objective function suddenly increases dramatically, even if the models 
are the same, simply because the frequency content of the data is modified. Most of 
the decrease is observed during the first iterations, while the final iterations are still 
important to retrieve the details in the model.

 Figure 5.8   Shape of the FWI objective function (normalised to 1) for the first 15 itera-
tions (with fmin = 30 Hz and fmax  = 60 Hz) and for the subsequent 30 itera-
tions (with fmin = 30 Hz and fmax  = 300 Hz).

 Figure 5.9   Observed data (left), initial data residuals (middle) and final data residuals 
(right), all represented at the same scale and for a shot at position x = 32 m. 
Here the pressure is displayed.
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 Figure 5.10   Snapshots (from the same source, the same time and at the same scale); top 
left: in the initial model (Figure 5.4, top); top right: in the inverted model 
(Figure 5.6, bottom); bottom right: in the exact model (Figure 5.3, top) and 
bottom left: differences between the snapshots on the right.

 Figure 5.11   Least-squares migration results (30 iterations), expressed in vp perturbations 
(in m/s) and computed in the model from Figure 5.6, top).

Most of the energy in the shot gather for the shot position at x = 32 m is contained 
in the first arrival (Figure 5.9, left). As the initial model for the first meter is relatively 
correct, the initial residuals are related to the first reflection at 1 m depth as well as 
deeper reflections (Figure 5.9, middle). After inversion, the misfit is largely reduced. 
Note that in the imaging algorithm, the shallowest part is not updated, indicating 
that the largest final residuals are associated to the first event (Figure 5.9, right).

It is interesting to analyse the snapshots in the initial, exact and inverted models 
(Figure 5.10). This is a representation of the wave field for a given propagation time, 
here t = 22.9 ms. The snapshot for the exact model is not available on real data. 
After minimization, there is an excellent match between the up-going waves. The 
down-going waves differ (Figure 5.10, bottom left) as they are not recorded at the 
surface: the model is not constrained below the deepest reflectors.

Least-squares migration (LSM) is a linearized version of FWI. It only deals with 
reflected waves and ignores transmitted waves, refracted waves, multiples, etc. 
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In practice, a pre-processing step should be applied to only select reflected waves 
from the observed data. We ran LSM in the same initial model as for the second 
FWI scheme (Figure 5.6, top). Here, the velocity perturbation is updated, not the 
initial macro-model. It means that the Green’s functions are always computed in the 
same model. They cannot generally be saved in memory as their size depends on the 
number of sources, the spatial size of the model and the number of time samples. 
The final result is an oscillatory signal (Figure 5.11), here expressed in terms of 
velocity perturbations. We used a quantitative LSM approach, but migration algo-
rithms are often qualitative, for a structural interpretation. Here, with the quantita-
tive approach, it is possible to sum the macro-model (initial model, Figure 5.6, top) 
and the velocity perturbation, yielding a very similar result as the one provided by 
FWI. The reason for this is that most of the information is contained in the reflected 
energy, and not in the transmitted waves already explained by the initial model.

Sensitivities

We tested the sensitivity of FWI with respect to the

• acquisition geometry;
• choice of the model parameter to be inverted.

We repeated the same process as in Figure 5.6, except that we selected a source every 
5 m, instead of every 1 m. The final FWI is similar (Figure 5.12) and the differences 
are localized in the shallow part, around 1 to 2 m depth, every 5 m along the x axis. 
These zones with higher (white) velocities are the imprint of the acquisition design: 
for datasets that are too sparse, the model cannot be properly reconstructed because 
of aliasing effects (Gray, 2013). These effects would have been even stronger if a 
mask had not been applied to prevent any updates in the first meter.

 Figure 5.12   Same as for Figure 5.4, bottom, but for sources every 5 m instead of every 
1 m as in all other examples. The differences are mainly visible in the shal-
low part.

In the previous example, the velocity was updated, while the density model 
remained fixed, even if the exact Earth (Figure 5.3) contained both velocity and 
density variations. We discussed the fact that the best reconstruction was obtained 
by the impedance (product of velocity by density). Here, we ran FWI for a fixed 
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velocity (from Figure 5.6, top): only the density model is updated. After 30 non-
linear quasi-Newton FWI inversions, the final density model is highly oscillating 
and tends towards either low or high values (Figure 5.13). The cemented structure 
cannot be interpreted. As expected, this means that a density model cannot be 
replaced by a velocity model. Velocity has an influence on the kinematics (event 
positioning) and dynamics (amplitude) of wave propagation, whereas density only 
plays a role with regard to amplitude. Thus, a pure density-FWI scheme cannot 
update an incorrect kinematic part. The objective function did not reach a value as 
low as before (Figures 5.8 and 5.14). Note that the value of the objective function 
itself is not very significant; the data residuals should be analysed as in Figure 5.10.

 Figure 5.13   As for Figure 5.6 bottom, except for the density model (in kg/m3). The 
velocity model has not been updated (Figure 5.6, top).

 Figure 5.14   As for Figure 5.8, but where only the density model has been updated.

Towards applications on real data

Before concluding, we discuss the additional steps required for applications on real 
data. Most of the published results are related to the marine environment. Water 
in the shallow part prevents energetic surface waves, which remains a challenging 
problem for FWI (Brossier et al., 2009).

As FWI is a data misfit approach, the amplitudes play an important role. We discussed 
the importance of density contrasts in the synthetic example. Diving waves are sensi-
tive to velocities but not to density. This is one of the main reasons why they are 



141

5. Full waveform inversion

classically used in FWI. In practice, a window is applied around the transmitted 
waves (direct and diving/refracted) so that only these waves are considered in the 
FWI, while removing the surface waves and reflected/diffracted waves. This means 
that large offsets should be recorded. The other reason to consider transmitted waves 
is that the objective function is more convex than for the reflected waves. This avoids 
the problem of falling into a local minimum.

 Figure 5.15   Depth sections in 3D velocity models on the marine Valhall OBC data set, 
obtained by ray-based reflection tomography (left), followed by FWI (right), 
for depths z = 150 m (top) and 1050 m (bottom). In the FWI images, channels 
(top) and the presence of gas (bottom) are clearly visible (Sirgue et al., 2009).

 Figure 5.16   Migrated section superimposed on the FWI velocity model, in a land exam-
ple (Baeten et al., 2008).
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We present here two examples of impressive FWI results, based on marine 
(Figure 5.15) and land (Figure 5.16) datasets. In the former, the starting model was 
obtained by a conventional ray-based reflection travel time tomography (Bishop 
et al., 1985). FWI was then used to refine the model, leading to clear channels in the 
shallow part (in white in Figure 5.15-b) and to the presence of gas in the deeper part 
(in black in Figure 5.15-d). It is possible to see gas leakage along the main faults.

The second example, in a land acquisition context (Inner Mongolia, China), was 
more challenging due to the presence of highly energetic surface waves (Baeten 
et al., 2008; Brossier et al., 2009). Here, they were filtered out in a pre-processing 
step. The initial velocity was derived from travel time tomography and is mainly a 
1D model (not represented here). Specific attention was paid to the preservation 
of energy in the dataset between 1.5 to 2 Hz: this was a crucial step in the FWI 
construction of the velocity model.

In both cases, the acoustic FWI largely outperforms standard travel time tomog-
raphy. More work is needed in future to consider higher frequencies and more 
complex physics.

5.6 Conclusions

Full Waveform Inversion is a technique to obtain seismic quantitative images of the 
subsurface. However, there are a number of difficulties in terms of its applicability. 
In particular, a low to high frequency strategy may need to be applied. A carefully 
considered initial model as well as suitable pre-processing steps must be determined. 
Finally, the multi-parameter estimation (beyond P-wave estimation) is still an active 
area of research.

In future, FWI will hopefully become “full”: currently, windows are applied to the 
data to select transmitted waves, for example, or to remove surface waves. These 
waves contain interesting information on the subsurface (Pérez Solano et al., 2014). 
The question is to know how to efficiently extract it.

There have been a number of possible alternatives to FWI, for example the Adaptive 
Waveform Inversion strategy (Warner and Guasch, 2016). Usually, the objective is 
to remove the cycle-skipping effects or to be able to consider the reflected waves 
more easily (as in the Reflection Waveform Inversion approach (Zhou et al., 2015)). 
Another alternative is to split the problem into two parts: the estimation of the 
macro-model containing the main structures (migration velocity analysis or tomog-
raphy), and of the model perturbation (migration) (Symes, 2008; Chauris and 
Cocher, 2017).

Despite larger computation capabilities and memory allocation, FWI can only 
process limited frequencies in 3D and usually follows a deterministic approach: 
starting from an initial model, the model is iteratively updated. In future, uncer-
tainties around the final solutions should be properly evaluated, taking into account 
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uncertainties regarding the data as well as the non-perfect knowledge of the physics 
of wave propagation through the Earth. On the geotechnical scale, FWI is still in its 
early development stage, but it has great potential for the future.
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Q U A L I T É

GÉOPHYSIQUE APPLIQUÉE6
Hybrid seismic imaging 8

M. Mendes, J.-L. Mari, M. Hayet

Traditionally, each seismic prospection technique requires the optimization of 
field layout, equipment and configuration dependent on the target, attempting to 
record only the proposed seismic wave, with the highest possible quality. Although 
setup parameters are designed specifically for selected wave types, seismic records 
are always corrupted by other waves. To isolate a single wave type, data processing 
methods are applied for the extraction and/or minimization of all other arrivals.

Conversely, this chapter addresses how it is possible to take advantage of several 
existing wave types, within the same dataset, encouraging the application of hybrid 
seismic methods. The objective being to obtain a final model that is built with 
the information produced by different seismic processing sequences, which thus 
improves significantly the delineation of seismic velocity interfaces and/or the phys-
ical parameterization of subsurface geological structures. Thus, the proposed hybrid 
seismic strategy offers economic and practical benefits because its implementation 
can be carried out without increasing the costs of seismic data acquisition, while 
data processing follows standard procedures.

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
DOI: 10.1051/978-2-7598-2351-2.c008
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Here, we focus on two field examples that target shallow structures, the final results 
of which emphasize the advantage of applying hybrid seismic methods to provide 
more accurate geophysical models.

The first example presents a refraction-reflection imaging strategy with the capabil-
ity to evaluate reflectivity information from the acquisition surface. Depending on 
the minimum offset defined for the survey, standard reflection imaging techniques 
usually start to image the reflectivity parameter a few meters below the surface, 
therefore refracted arrivals are used to complete the reflectivity features for the shal-
lowest structures.

The procedure involves three steps:

• construction of a depth velocity model from first arrival times, accomplished 
iteratively by tomographic inversion,

• construction of a time reflectivity section from the reflected waves of direct and 
reverse shot gathers by classical reflection seismic processing. Generally, this is the 
most critical step in the imaging procedure, due to the low fold of reflection data,

• extension up to the surface of the time reflectivity section by converting the 
shallowest depth velocity model to time reflectivity, associated with velocity con-
trasts in the subsurface. The time reflectivity sections require a factor scale before 
being gathered in a final time reflectivity section.

As this hybrid approach has the capability to start imaging from the surface, it is 
a very useful tool for providing reflectivity information for targets located in the 
near and/or very near surface, which is often required for the monitoring of civil 
engineering structures, in environmental engineering studies and even archaeologi-
cal exploration.

The second example described in this chapter relates to another hybrid seismic strat-
egy for refraction-surface waves imaging. When a compressional wave source is used 
in surface seismic surveys, more than two-thirds of the total seismic energy gener-
ated is usually imparted into Rayleigh waves, the principal component of ground 
roll. This hybrid seismic technique addresses this issue by combining information 
about the P-wave velocity provided by the refraction arrivals with the S-wave veloc-
ity distribution obtained from the surface wave data, also presented on the same 
field records.

The velocity-estimation procedures include the following steps:

• construction of a P-wave velocity model from first arrival times accomplished 
iteratively by tomographic inversion. A large range of initial models are used to 
estimate the sensitivity and depth of the investigation. The final P-wave velocity 
model is an average of all models satisfying the picked field data within a prede-
termined fitting level;

• construction of an S-wave velocity model from the analysis of surface waves in 
the frequency-phase velocity domain. After field data windowing for the vali-
dation of a 1D model hypothesis; the experimental dispersion curve is easily 
identified in the f-k domain and the location of maxima energy can be picked. 
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By taking advantage of multi-shot acquisition setups, a stacked dispersion curve 
can be obtained. The dispersion curve is a diagram of phase velocity versus fre-
quency. S-wave velocity can be obtained by the inversion of dispersion curves, 
using a global search method with a neighborhood algorithm (NA).

The distribution of both velocities is productively combined to evaluate mechani-
cal properties of the subsurface, which are critical properties for many geotechnical 
foundation designs, aquifer system characterizations and the time-lapse monitoring 
of shallow water content.

6.1 Refraction-reflection imaging

The main purpose of this example is to obtain a complete shallow subsurface image 
for the reflectivity property through the simple and fast processing of refraction 
survey data.

The refraction survey was carried out near the underground research laboratory 
of Andra (National Radioactive Waste Management Agency) located in the east-
ern region of France. The refraction survey, collected by the geophysical company 
DMT GmbH & Co KG, aimed to estimate the velocity field in the near surface 
zone (weathering zone) for a reliable evaluation of static corrections. The intention 
was to improve the processing of a high-resolution 3D seismic survey of 37 km2, 
which also covered this region (Figure 6.1).

 Figure 6.1   Plan view of the 3D seismic reflection survey area (magenta polygon) with 
the location of three relevant 2D seismic refraction profiles (red points): 
10EST04, 10EST09, 10EST06. Adapted from Mendes et al. (2014).
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Several refraction profiles were then implemented with a total spread length of 
203 m for each profile. The 10 Hz vertical geophones, 48 in total, were spread with 
a receiver spacing of 2.5 m for source offsets ranging from 1 to 7.5 m and 5 m for 
source offsets larger than 7.5 m. The source was a weight dropper (10 kJ) shooting 
at 3 points: shot point 1 (SP01) with a 1 m offset from geophone 1, shot point 2 
(SP02) with a 1 m offset from both geophones 24 and 25, and shot point 3 (SP03) 
with a 1 m offset from geophone 48. Figure 6.2 shows a diagram of the acquisition 
spread and the three common shot-gathers of the 10EST04 profile.

 Figure 6.2   Refraction seismic acquisition: spread and the three-common shot-gathers 
of the 10EST04 profile. Adapted from Mendes et al. (2014).

Full details describing the acquisition and seismic hybrid processing of this field 
example are presented in Mendes, Mari and Hayet, 2014 (Mendes et al., 2014). 
This chapter presents only a brief outline.

The first step was to derive a depth velocity model for the shallowest region from 
the processing of first arrivals (direct, diving or refracted waves). The Plus-Minus 
method of refraction interpretation (Hagedoorn, 1959) using the first-arrival time 
information was used to produce an interval velocity depth model: the weathered 
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layer presents constant velocity V1 = 1,300 m/s over a bedrock with velocity 
V2 = 3,250 m/s. This model, along with all available information, was then used to 
generate the best initial model for tomographic inversion. Tomography was applied 
to refine the velocity-depth model, which has major benefits when dealing with 
complex geological setups involving lateral variations. Figure 6.3 shows the advan-
tages of processing by tomographic inversion where strong lateral velocity variations 
add value to the model. The weathering zone is a heterogeneous shaly mudstone 
over a compacted limestone.

 

 Figure 6.3   Tomographic inversion for the 10EST04 profile. Left: Input model 
V1 = 1,300 m/s and V2 = 3,250 m/s provided by the Plus-Minus method. 
Right: Velocity model generated by tomographic inversion. The result exhib-
its velocity with strong lateral variations for the heterogeneous shaly mud-
stone over a bedrock of compact limestone. Adapted from Mendes et al. 
(2014).

In a second step, only the reflection events were considered for imaging. In this 
case, processing capable of isolating and enhancing the reflected waves was required, 
since they derive from data recorded for a refraction survey and the shot-gathers 
were corrupted by energetic surface waves that arrived simultaneously with the 
reflected waves.

To obtain a single-fold reflectivity section, shot points 1 and 3 (the end-off shots) 
were processed according to the following standard sequence:

• amplitude recovery;
• deconvolution by spectrum equalization (12–160 Hz frequency bandwidth);
• wave separation by SVD extraction of refracted waves;
• wave separation by F-K filter, to extract surface waves and convert refracted 

waves;
• static corrections based on the high-resolution velocity model provided by the 

tomographic inversion;
• CMP sorting, traces gathered in a common shot-gather are sorted in a common 

midpoint-gather;
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• velocity analysis by velocity scan to produce a velocity model;
• normal move-out (NMO) corrections to flatten the reflected arrivals.

Figure 6.4 illustrates the main evolution of field data during the processing sequence. 
Special attention was focused on the residual section (Figure 6.4-bottom right), 
which clearly shows high apparent velocity events associated with reflected waves.

 Figure 6.4   Deconvolution and wave separation for shot point 1 of the 10EST04 pro-
file. Top left: deconvolution by spectrum equalization in the 12–160 Hz fre-
quency bandwidth. Top right: Extraction of direct and refracted waves by 
SVD filter. Bottom left: Extraction of surface waves (Pseudo Rayleigh waves) 
by F-K filter. Bottom right: Reflected waves and residual noise. Adapted from 
Mendes et al. (2014).

Chapter 4 contains more information about the processing sequence, which readers 
should look through to gain further insight into the method.

The NMO correction produced a single fold section (Figure 6.5 left). We consid-
ered the traditional definition for reflectivity, RZi = (Zi+1 –Zi) / (Zi+1+Zi) where Zi is 
the acoustic impedance (product of the density by velocity) at cell i and Zi+1 is the 
acoustic impedance at cell i+1. Nevertheless, density was neglected in our reflectivity 
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coefficient computation. Thus, this reflectivity section displays the reflection coef-
ficients associated to the interfaces, filtered in the seismic frequency bandwidth.

The third and last step of this hybrid approach focuses on extending the reflectivity 
section upwards through the depth velocity model of the uppermost region, obtained 
by tomographic inversion. The depth velocity model was converted to time and used 
to estimate the reflectivity according the definition of RVi = (Vi+1 –Vi)/(Vi+1 + Vi) 
where Vi is the velocity at cell i and Vi+1 is the velocity at cell i+1. The section obtained 
was then filtered in the same frequency bandwidth as defined for the section in the 
previous processing step.

Before they could be gathered into a single time reflectivity section, the two time 
reflectivity sections required a scale factor (k): the reflectivity section derived from 
the velocity model (RV) is related to the reflectivity section derived from acoustic 
impedance contrasts (RZ) by the equation RZ = kRV. The scale factor was computed 
by the amplitude ratio between the reflectivity sections in a time-distance window, 
where the reflected wave on the bottom of the weathering zone is visible. In prac-
tice, the time-distance window is defined as follows: time window (between 0.025 s 
and 0.050 s) for the short offsets (between 0 m and 25 m). Figure 6.5-bottom right 
shows the final time reflectivity section obtained by gathering the two reflectivity 
sections also shown in Figure 6.5, where a noticeable reflection at approximately 
40 ms is associated with the bottom of the weathering zone.

 

 Figure 6.5   Reflectivity section for 10EST04 profile: Left: Single fold section derived from 
reflection processing of off-end shots. Bottom right: Upward continuation 
of single-fold section using reflectivity derived from tomographic velocity 
model. Top right: Time converted velocity model obtained by tomographic 
inversion. Adapted from Mendes et al. (2014).
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The field data examples illustrate the potential of gathering two sections, extracted 
from different parts of the seismic wave field, for providing a means to resolve reflec-
tivity and images from the ultra-shallow surface down to deeper structures. This is 
achieved using a simple seismic data processing method, with data acquired in a 
rapid and inexpensive manner, for refraction seismic surveying, without increasing 
the acquisition costs.

6.2 Refraction-surface waves imaging

The main objective of this example is to encourage the processing of P-wave refrac-
tion and surface-wave data obtained from a single seismic survey.

The geophysical survey was carried out in Yellowstone National Park (USA), in 
the Obsidian Pool Thermal Area. The goal of the seismic survey carried out at this 
site was to study shallow hydrothermal systems, characterize fluid pathways and 
improve understanding of the depths at which steam separates from liquid water. 
The area is characterized by extensive CO2 diffuse degassing and isolated thermal 
features with water temperatures between 21.9 °C and 84.0 °C. Seismic data were 
collected in July 2016 along a south-southwest−north-northeast transect, cross-
ing a heat-flow anomaly between 50 and 120 m and a degassing feature between 
86 and 96 m.

The equipment and parameters used in the seismic survey were:

• a 5.4 kg sledgehammer source swung onto a metal plate. The plate was hit five 
times at each position to increase the S/N,

• 10 Geometrics Geode seismographs, with 24-channels in each one,
• 4.5 Hz vertical component geophones spaced every 1 m, obtaining a 239 m 

long profile,
• 25 shot gathers recorded every 10 m,
• a sampling rate of 0.125 ms and a recording time of 0.75 s, to include the full 

surface wavefield.

In addition, a GPS survey and airborne LiDAR data collection were carried out to 
extract the topography.

The following results are extracted from Pasquet and Bodet (2017), who have devel-
oped an open-source MATLAB-based package that performs surface wave inversion 
and profiling (SWIP) to obtain 1D to 2D variations of S-wave velocity.

The first step of the proposed velocity-estimation procedure concerns the P-wave 
velocity model.

The construction of the P-wave velocity model from the first arrival times was 
accomplished iteratively by tomographic inversion. A large range of 100 initial 
models were tested to estimate the sensitivity and depth of investigation. The final 
P-wave velocity model produced is an average of all models satisfying the picked 
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field data within a predetermined fitting level; it shows smoothly varying velocities 
ranging between 100 and 2,000 m/s, with a low velocity layer, approximately 5 m 
thick, at the surface.

Figure 6.6 shows the layout of the seismic acquisition setup, with 240 geophones 
and 25 shots, the shot-gather for a source located at 120 m and the final P-wave 
velocity model obtained from P-wave travel time tomography.

 Figure 6.6   (a) Layout of the seismic acquisition setup, with 240 geophones (gray tri-
angles) spaced every 1 m and 25 shots (gray stars) spaced every 10 m. 
(b) Example of a shot gather for a source located at 120 m (red star in a). 
(c) Final P-wave velocity model obtained from P-wave travel time tomogra-
phy. The topography extracted from airborne LiDAR data is represented with 
a solid black line. From Pasquet and Bodet (2017).

The second step of the velocity-estimation procedure is related to the S-wave veloc-
ity model extracted from the surface waves. The processing of the surface waves data 
was carried out using SWIP and readers can find supplementary information about 
this practical processing sequence in Pasquet and Bodet (2017). Therefore, very few 
details are provided here and we restrict our comments to the main results only.

After field data windowing for validation of the 1D model hypothesis, the seismic 
record from its original time–distance domain was transformed into the frequency–
phase-velocity domain. This step results in a set of frequency–phase-velocity pairs 
specifying dispersion curves. The experimental dispersion curves were identified 
in the f-k domain and the location of maxima energy were picked. The dispersion 
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curve is a diagram of phase velocity versus frequency and Figure 6.7 shows examples 
of single dispersion curves from shots located at 0 m, 10 m, 50 m, and 60 m.

 Figure 6.7   Extraction of single dispersion images for a 31 trace window centered at 
Xmid=30 m, using shots located at (a) 0 m, (b) 10 m, (c) 50 m, and (d) 60 m. 
On each inset, windowed shot gathers are on the left, corresponding spec-
trograms are at the bottom right, and computed dispersion images are at the 
top right. The dashed red lines on the spectrograms and dispersion images 
correspond to automatic low-cut frequencies defined from the spectrogram 
amplitude. From Pasquet and Bodet (2017).

Through the utilization of multi-shot acquisition setups, a stacked dispersion curve 
can be obtained, and the S/N ratio improved, as shown in Figure 6.8.

The dispersive events were stacked on the frequency–phase velocity panel, and then 
the interactive picking of events was conducted. Figure 6.8 presents two examples of 
stacked dispersion curves with picked events for the fundamental and first modes. 
The associated uncertainties are also defined.
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 Figure 6.8   (a-d) Successive stacking of the single dispersion images represented in 
Figure 6.7-a–d. From Pasquet and Bodet (2017).

 Figure 6.9   Stacked dispersion images extracted at (a) Xmid = 30 m and (b) Xmid = 110 m 
with picked dispersion curves (white error bars) of the fundamental (0) and 
first higher (1) modes. The uncertainty range is defined according to the work-
flow described in O’Neill (2003). Dispersion curves are limited to a frequency 
defined with a spectral amplitude threshold of 2.5% (dashed red line), or up 
to a wavelength of 50 m (dashed blue line). From Pasquet and Bodet (2017).
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Adjacent dispersion images were displayed during picking to follow the lateral 
evolution of different modes and to avoid mode misidentification. The fundamen-
tal mode was clearly identified all along the line, whereas the first higher mode was 
only partially shown, as seen in Figure 6.10.

 Figure 6.10   Pseudo-sections of SW phase velocity picked for (a) the fundamental and 
(b) first higher modes along the line after dispersion stacking, represented 
as a function of the wavelength λ and the spread mid-point position. From 
Pasquet and Bodet (2017).

A model with vertical velocity variation below each extraction window was assumed, 
therefore, the initial model chosen for the inversion is a one-dimensional stack 
of 10 homogeneous elastic layers based on a P-wave velocity model and geologi-
cal information. A neighborhood algorithm (NA) without lateral constraints 
performs the inversion of the dispersion curves. The results for Xmid = 30 m and 
Xmid = 110 m are displayed in Figure 6.11.
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 Figure 6.11   Results of 1D NA inversions of dispersion data (black error bars) at Xmid 
= 30 m ([a] fundamental and [b] first higher modes) and Xmid = 110 m 
([d] fundamental mode). Resulting VS models are represented for 
(c) Xmid = 30 m and (e) Xmid = 110 m, along with a misfit-weighted veloc-
ity structure (dashed black lines) built from the average parameters of all 
accepted models. Calculated dispersion and corresponding models are rep-
resented with misfit-based color and gray scales for accepted and rejected 
models, respectively. From Pasquet and Bodet (2017).

After each 1D inversion, models fitting the observed data within the uncertainty 
were selected. For each extraction window model, a misfit-weighted model was built 
averaging all accepted models. Once this model had been constructed, its accept-
ability was evaluated by calculating the theoretical dispersion curves (Figure 6.12).
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 Figure 6.12   Stacked dispersion images extracted at (a) Xmid = 30 m and (b) Xmid = 110 m 
with picked (white error bars) and calculated (solid red lines) dispersion curves 
represented for the fundamental (0), the first (1), second (2), and third (3) 
higher modes. From Pasquet and Bodet (2017).

The study of the fitting parameters, for each 1D model provided by the inversion 
algorithm along the acquisition line, confirmed the good quality of this model. 
Then, the investigation depth was evaluated for each Xmid position and finally the 
pseudo-2D section of the S-wave velocity was built with each 1D S-wave velocity 
model. The final results are shown in Figure 6.13.

 Figure 6.13   (a) Pseudo-2D section of S-wave velocity standard deviation computed from 
accepted models at each Xmid position along the line. (b) Pseudo-2D section 
of average S-wave velocity model computed from accepted models at each 
Xmid position along the line. The dashed black line corresponds to the depth 
of investigation estimated with an S-wave velocity model standard deviation 
threshold of 150 m/s. The topography extracted from airborne LiDAR data is 
represented with a solid black line. From Pasquet and Bodet (2017).
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The S-wave velocity model is characterized by velocities ranging between 50 and 
600 m/s, with higher shallow velocity below the heat-flow anomaly observed 
between 50 and 120 m. Although the S-wave velocity model has a lower investiga-
tion depth than the VP model, it provides more information regarding the lateral 
variations of the velocities of shallow layers due to the intrinsic smoothing of tomo-
graphic inversion and the substantial horizontal component of P-wave travel paths.

SWIP also calculates Poisson’s ratio, if P-wave velocity is available. The results, as 
shown in Figure 6.14, reveal values in the range of 0.3–0.5, typical of non-saturated 
and saturated media, respectively. For most of the subsurface, Poisson’s ratio values 
are between 0.45 and 0.5 indicating high water content, except in the highest part 
of the hill observed at depths below the degassing area visible at the surface, which 
presents a low Poisson’s ratio.

 Figure 6.14   Poisson’s ratio computed from P-wave velocity provided by tomography 
and S-wave velocity from surface wave dispersion inversion and masked 
below the depth of investigation estimated from S-wave velocity standard 
deviation. The topography extracted from airborne LiDAR data is repre-
sented with a solid black line. From Pasquet and Bodet (2017).

Finally, this example indicates that the estimated Poisson’s ratio is a valuable param-
eter to clearly highlight gas pathways in the subsurface consistent with degassing 
observed at the surface.

6.3 Conclusion

This chapter, which describes the handling of different types of waves present 
within the same dataset, underlines some of the advantages of hybrid seismic imag-
ing strategies to provide efficient, accurate and reliable subsurface models, in terms 
of geometry and mechanical properties.

In the first field example, the hybrid seismic imaging tool showed that seismic data 
derived from traditional refraction acquisition is valuable for obtaining informa-
tion about the reflectivity for targets located in the near and/or very near surface. 
Based on a three-step procedure, the processing of refraction and reflection waves 
provided two sections, which after gathering produced an extended time reflectivity 
section starting from the surface.



162

Seismic Imaging

The second example describes the use of hybrid seismic refracted and surface waves. 
The processing of surface waves, extracted from a seismic survey, was performed in 
the f-k domain with SWIP, an open-source MATLAB-based package. The inver-
sion of the dispersion curves produced pseudo 2D models of S-wave velocity with 
an estimated depth of investigation of around 10 m. A P-wave velocity model was 
extracted from the refraction arrivals by a tomography algorithm. The Poisson’s 
ratio was estimated from this information. The distribution of this parameter, more 
particularly its contrasts, clearly highlights gas pathways in the subsurface consistent 
with degassing observed at the surface.

The good results obtained in the case studies reveal that it is possible to obtain 
complementary information from the combination of different wave types from the 
same seismic survey. Thus, these hybrid seismic methods open up new perspectives 
for more applications.
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Q U A L I T É

GÉOPHYSIQUE APPLIQUÉE7
Integrated seismic study   
Focus on “Cigéo”, the French geological 
repository project 9

J.-L. Mari and B. Yven

“Cigéo” is the French Geological Repository Project dedicated to the disposal of 
high-level (HL) and intermediate-level long-lived (IL-LL) radioactive waste in a 
Callovo-Oxfordian argillaceous formation. The area is located in the eastern part 
of the Paris Basin and has been extensively studied by the French national radioac-
tive waste management agency (Andra) for the past 25 years (Andra, 2005; Andra, 
2009; Andra 2016).

In 2010, a zone of interest for a detailed survey, located a few kilometres from the 
Bure Underground Research Laboratory, was defined. It was chosen to be a site for 
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underground facilities (Andra, 2009). A 3D seismic survey (37 km2) was recorded to 
verify the geometry and properties of the clay formation and of the underlying and 
overlying limestone formations. In addition to the 3D seismic campaign, drilling 
and geophysical borehole measurements, including vertical seismic profiles (VSP), 
and up-hole investigations were performed to calibrate the 3D seismic blocks and 
to perform the time-to-depth conversion.

After presenting the geological setting, we describe the survey design and the 
processing applied to the dataset. We describe a method that could be developed 
to build a geo-model in depth, using pre-stack time migration, elastic inversion in 
time and the relationship between P-wave velocity and acoustic impedance. We also 
show how petro-physical studies could be conducted. 2D and 3D lines are used to 
illustrate the potential of the proposed procedure for estimating density (ρ), veloc-
ity (Vp, Vs), distributions of mechanical (Q factor, dynamic and static moduli) and 
petro-physical parameters (porosity, specific surface, permeability indicator). This 
chapter is a review of published literature. The data and parameter values contained 
in this chapter do not predetermine the use that will be made of them for design 
and safety analyses.

7.1 Geological setting

The Meuse/Haute-Marne sector is located in the eastern part of the Paris Basin 
(Figure 7.1). The sedimentary succession shows a simple, monocline structure, 
dipping towards the centre of the basin (NW) which follows the general structure 
of the basin.

The sector north of the Haute-Marne and south of the Meuse (Figure 7.1) consti-
tutes a geologically simple area of the Paris Basin, with a succession of layers of 
limestone, marl and clay rock deposited in ancient ocean. The dip of the layers is 
low, around 1° to 1.5° towards the north-west. The Callovo-Oxfordian formation 
was chosen to host the Cigéo underground installation. It comprises 155 million 
year old clay rock, which is at least 130 meters thick and located at a depth of 
between 400 and 600 meters. It is referred to herein as the Callovo-Oxfordian 
argillites (Cox) formation. The selection of this Callovo-Oxfordian formation 
was based on its depth, low permeability, weak diffusion of solutes, high reten-
tion capacities and its significant thickness, which is favourable to the limitation 
of radionuclide migration from the Callovo-Oxfordian, into the surrounding 
formations, and then the biosphere, for a time scale of at least several hundred 
thousand years.

The top of the Cox formation is more carbonate-rich, with interbedded clayey 
layers and carbonate rock. The Cox is more homogeneous in its central part with a 
clay-mineral concentration of 45-50%, which corresponds to a maximum of flood-
ing within the area. A detailed study of the spatial variability of the Cox geological 
and physical properties may be found in Garcia et al. (2011). This formation is 
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embedded by two thick carbonated units: Dogger and Oxfordian. The Dogger 
(Bathonian, Bajocian) corresponds to the development of carbonate platforms in 
the Paris Basin (Gaumet, 1997; Purser, 1980, Brigaud, 2014). The clayey forma-
tion is separated from the Dogger limestone by a regional paleo-erosion surface. 
The Bathonian limestone formation is the first aquifer encountered in the Jurassic 
succession.

Above the Cox, an Oxfordian (Middle and Late) platform was found, developed 
with reefs and bioclastic facies. The Oxfordian limestone formation is a second 
Jurassic aquifer. The two aquifers are studied in this work. In the area investi-
gated by seismic surveying, the outcropping formations are Kimmeridgian marls 
and Kimmeridgian and Tithonian limestone with a thin deposit of Cretaceous. 
Figure 7.2 gives the geological description of the Jurassic and Triassic series at well 
EST433 and the location of the interpreted seismic horizons (Landrein et al., 2014; 
Mari and Yven, 2014).

 Figure 7.1   Simplified geological map of the Paris Basin showing the location of the 
Meuse/Haute-Marne site and Andra’s underground research laboratory 
(URL).

Scale
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 Figure 7.2   EST 433 geological log and seismic horizons. 1 Top of Kimmeridgian White 
Limestones, 2 Top of Porous Horizon HP4, 3 Top of Lower Oxfordian (nearly 
top of target interval), 4 Top of Upper Callovian (RIO), 5 Top of Carbonated 
Dogger (Base of target interval), 6 Base of Argillaceous limestones and marls, 
7 Base of Carbonated Dogger, 8 Top of Domerian, 9 Base of Lias (base of 
Gryphees limestone), 10 Top of Beaumont dolomite.
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The deformations associated with tectonic plate movements have remained small 
for the past 150 million years, as in the rest of the Paris Basin (Guillocheau et al., 
2000; Megnien, 1980). They are essentially limited to the Gondrecourt and Marne 
grabens, on the boundary of the sector studied (André et al., 2004; Rocher et al., 
2004). The geological and geophysical studies have shown that the Cox layer is 
regular and virtually flat between these faults. Available data confirms that the 
region has very low seismicity.

7.2 Seismic designs and processing sequence

Figure 7.3 is a map showing the location of the 2D seismic line 07EST10 crossing 
the area covered by the 3D survey (in purple) and the location of 2 lines extracted 
from the 3D block: the in-line 405 (IL405) and the cross-line 217 (XL 217). 
Although there are no boreholes located in the 3D seismic survey area, additional 
2D lines have been recorded to calibrate the 3D seismic data by tying to 3 wells 
(pink circles) situated outside of the 3D area. Line 07EST10 is an example of the 
additional 2D seismic lines. Well EST433 is located on the line 07EST10 in the 
vicinity of the CMP 654 (Common Midpoint).

 Figure 7.3   Seismic line implementation and well locations.

For the 3D seismic acquisition, the active spread (or template) is composed of 
12 receiver lines with 120 stations on each line, with a cross-line roll along of 
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6 receiver lines. The source lines are perpendicular to the receiver lines. The receiver 
and source line spacings are respectively 80 m and 120 m. The receiver and source 
point spacings are 20 m. The receiver is an array of 12 geophones. The length of the 
array equals the receiver interval (20 m). The source is a vibroseis source generating 
a signal in the 14-140 Hz frequency bandwidth. The bin size is 10 x 10 m2. The 
nominal fold is 60. The in-line IL 405 is composed of 544 CMP points. The cross-
line XL 217 is composed of 772 CMP points.

For the 2D seismic acquisition, the shot point is located at the centre of the receiver 
spread composed of 120 stations. The receiver and source point spacings are 25 m. 
The source is a vibroseis source generating a signal in the 14-140 Hz frequency 
bandwidth. The bin size is 12.5 m. The nominal fold is 60. The selected part of the 
2D line 07EST10 is composed of 727 CMP points.

The main aim of the processing was to apply an amplitude preserving sequence and 
to accurately image the target zone. Frequencies above 100 Hz were also present in 
the final data volumes. Andra supplied a geological model (distribution of velocities 
in depth), which was used to compute a first set of static corrections (Figure 7.4). 
An up-hole survey consisting of 20 wells was used to calibrate the static correction 
model. The use of the statics model and a consistent processing approach for both the 
2D seismic lines and the 3D seismic volume ensured a good match between them.

 Figure 7.4   Map of basic static corrections (Andra document).

Although the area was generally rural, there were high levels of ambient noise, both 
linear and random. The 3D survey is located in forest and rural areas. In land seis-
mic the variability of receivers is related to geophone coupling with the ground and 
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to surface conditions. One of the main challenges of the processing was to effec-
tively attenuate the noise and compensate source and receiver coupling as part of an 
amplitude preserving processing sequence. A methodical multi-domain approach, 
including shot, common offset and post stack domains, was used to analyse and 
apply suitable algorithms to progressively attenuate the observed noise. An iterative 
approach was seen to be the best method to optimize the noise attenuation and the 
compensation of source and receiver variability. The final pre-PSTM (Pre Stack 
Time Migration) sequence dedicated to noise attenuation and source-receiver vari-
ability compensation proved effective and achieved the aim of creating amplitude-
preserved PSTM data.

The main seismic processing sequence steps were:

• data editing,
• minimum phase conversion,
• amplitude compensation (spherical divergence correction),
• surface consistent amplitude compensation (source and receiver),
• de-noise and wave separation on shots,
• statics application (data shifted to floating datum),
• surface consistent deconvolution,
• velocity analysis,
• surface consistent residual statics,
• second pass velocity analysis,
• surface consistent amplitude compensation (source, receiver and offset),
• interpolation and regularization in offset planes and noise attenuation,
• velocity model updating (residual move out),
• QC: 60 fold CMP stack (0-1,400 m offsets) with static to the final datum 

(450 m MSL),
• pre-stack time migration (time shifted to the final datum: 450 m MSL),
• Q compensation (Q =100),
• Noise attenuation and phase conversion (statistical to zero phase),
• Band pass filter (15, 20-140, 160 Hz).

However, using the processing sequence described, some undulations of the seis-
mic horizons in time were observed on the obtained seismic lines. The undula-
tions, which have no geological meaning, are characteristic of long wavelength static 
anomalies, which do not degrade the stack but can introduce structural anomalies. 
They are due to lateral variations in the properties of the weathering or shallow layers 
(elevation effects, lateral velocity variations, dip) which are negligible at the scale of 
the recording spread or CMP gather but not negligible at the scale of the seismic line. 
Short wavelength anomalies are detectable at the spread length and they degrade the 
CMP stack. They can be compensated for by the residual static correction methods.

In this area of the Paris Basin, the layer of the first 20 meters of variable velocity 
is the most sensitive layer of the static model. It largely conditions the shapes of 
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seismic horizons and is the source of the long wavelength static anomalies. The 
velocities in the first 20 m are sensitive to:

• the nature of the formations affected by the alteration (Valanginian sands, 
Portlandian limestones or Kimmeridgian marls),

• the geomorphology (difference in velocities observed between plateaus, hillsides 
and valleys).

To compensate the long wavelength static anomalies, two procedures can be 
carried out:

• obtain a new set of static corrections based on refraction surveying (weathering 
shots) and up-hole surveying (VT: vertical times); including all the geological 
information available (geological maps). The seismic dataset must be completely 
reprocessed,

• estimate the geological time variation of the seismic horizons. The methodology 
is based on an a priori knowledge of the structural shape of the geological model. 
In 3D, a map of LWL static corrections has to be computed, the more appropri-
ate method being a kriging method which allows the filtering of the map of the 
picked times of a reference horizon into a trend map and a residual map.

 Figure 7.5   Long wavelength wave static correction - trend and LWL static curve.

To compensate the long wavelength anomalies, the picked times of major seismic 
horizons (0.3 – 0.6 s) have been considered as the stack of 2 functions: a trend 
which represents the geological time variation of the seismic horizon and a resid-
ual time function which represents the long wavelength anomaly correlated with 
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the topographic variations of the floating DP. The residual time function is a long 
wavelength static correction which is applied on the post-stack migrated sections to 
compensate the long wavelength LWL static anomalies. Figure 7.5 shows the LWL 
static curve and the associated trend for the 2D line 07EST10. Figure 7.6 shows the 
2D line 07EST10 before and after LWL static compensation.

 Figure 7.6   Long wavelength wave static compensation after stack. Left: seismic line before 
LWL static compensation. Right: seismic line after LWL static compensation.

During the migration process (Robein, 2003), the data are migrated and sorted into 
common image gathers (CIG) to update the velocity model before stacking. Each 
image gather is composed of migrated seismic traces which are functions of time (time 
migration) and offset or angle. The offset-angle conversion can be carried out during 
or after the migration process by using the velocity model. The common image gath-
ers after offset-angle conversions are used to perform Amplitude versus Angle analysis 
(Castagna, 1993; Walden, 1991) and elastic inversion (EI). The small angle amplitudes 
(near-offset or intercept) migrated stacks relate to changes in acoustic impedance (AI) 
and can be inverted back to AI using a post-stack inversion algorithm (acoustic inver-
sion). The acoustic impedance is a simple function of P-wave velocity Vp and density 
ρ(AI = ρ.Vp). The amplitudes of angle migrated stacks relate to changes in elastic 
impedance EI (θ). They can be inverted back to impedances Ip (Ip = AI = ρ.Vp) 
and Is (Is = ρ.Vs) using a linearization of Zoeppritz equations for P-wave reflectiv-
ity R(θ). The reflectivity R(θ) is a function of the incidence angle (θ) and depends 
on the variations ΔVp, ΔVs, Δρ of the mechanical parameters (Vp, Vs, ρ) of the 
two media located on each side of the discontinuity which generates the reflection. 
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Shuey (1985) proposes the following approximation between the reflectivity R(θ), the 
elastic impedance EI(θ) and the mechanical parameters:
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The coefficient B is called the gradient and can be approximated by:
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The parameter A in equation (7.1) represents the seismic trace as a compressional wave 
associated with acoustic impedance contrast Ip. The parameters A and B represent the 
seismic trace as a shear wave associated with acoustic impedance Is contrasts. If the 
incidence angle equals 0 (θ=0), the elastic impedance EI(θ) is the acoustic imped-
ance Ip. Equations (7.1) and (7.2) show that the elastic impedance EI(θ) is a function 
of P-wave velocity Vp, S-wave velocity Vs, and density ρ. Connolly (1999) shows that 
the elastic impedance EI(θ) can be written as follows:

    EI Vp Vstan sin sinθ ρθ θ θ( ) = +( ) − −( )1 8 1 42 2 2K K  with K = Vs
Vp

2

2
 (7.3)

Such processing is referred to elastic inversion (Shuey, 1985; Connolly, 1999; 
Whitecombe et al., 2002). A model-based elastic inversion (a priori impedance 
model obtained from well data), applied to the angle migrated stacks, provides 
impedance sections (Ip and Is sections). In our field case, three angle migrated 
stacks have been generated (0-14°, 14-28°, 28-42°) to perform the elastic inversion 
to compute Ip and Is – sections.

 Figure 7.7   Ip and Is sections for the 07EST10 profile.
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Figure 7.7 shows the Ip and Is - sections associated with the 07EST10 profile.

Figures 7.8 and 7.9 show the results for the profiles extracted from the 3D block: 
IL405 and XL217. For each profile, we show the PSTM sections before and after 
LWL static compensation, the Ip and Is – sections.

 Figure 7.8   IL 405 profile. Top: PSTM sections before and after LWL static compensation. 
Bottom: Ip and Is sections.
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 Figure 7.9   XL 217 profile. Top: PSTM sections before and after LWL static compensa-
tion. Bottom: Ip and Is sections.
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7.3 Depth conversion

A geostatistical approach for time-to-depth conversion of seismic horizons is often 
used in many geo-modelling projects. The more appropriate kriging method for 
this problem is the Bayesian Kriging method (Sandjivy and Shtuka, 2009). The 
Bayesian approach provides an excellent estimation, which is more general than the 
traditional kriging with external drift(s) and fits very well with the requirements for 
time-to-depth conversion of seismic horizons. For each selected horizon, Bayesian 
Kriging (BK) provides its estimated depth Z associated with its time t, in agree-
ment with all the calibration points (well tops depth…). BK depth conversion also 
provides the underlying interval velocity model (trend and residual), and associated 
quantified uncertainties. The BK depth conversion simultaneously updates the esti-
mated depths of all the seismic horizons.

Figure 7.10 illustrates the time-to-depth conversion of seismic horizons by the 
BK method, using the UDOMORE depth software developed by Seisquare. The 
advantage of using the Bayesian Kriging (BK) for estimations compared to other 
approaches is that we can simultaneously manage the uncertainty on the trend 
velocity model and the local uncertainty defined by the uncertainty of interpreted 
time maps and local fluctuations of interval velocities.

The input information required for BK consists of:

• two-way-time (TWT) maps for interpreted horizons,
• well markers for each horizon,
• prior velocity model and associated uncertainty for each layer,
• local uncertainty definition for each time map (picking uncertainty, and spatial 

variogram definition),
• local uncertainty definition of interval velocity for each layer (local velocity fluc-

tuations around the trend model, and spatial variogram definition).

Like any kriging-based estimation approach, the Bayesian Kriging (BK) provides:

• the estimated variable (estimated depth for each horizon),
• variance of estimation (associated uncertainty of estimated depth).

The advantage of using BK in depth conversion is that it provides the ability to 
combine the prior knowledge of the velocity model with a certain degree of uncer-
tainty and the well data. All sources of uncertainty (velocity and time) are inte-
grated in a consistent way in a unique probabilistic model used for estimation or 
simulation.

For each selected horizon, the Bayesian Kriging provides its estimated depth Z asso-
ciated with its time t. The “Z versus t” data set is interpolated in the whole space 
(3D block) at the time sampling rate (1 ms) to obtain a time-to-depth conversion 
model, using the impedance sections to estimate the short wavelength variations of 
the velocity model.
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The time-to-depth conversion procedure is illustrated via the line XL 217 (see loca-
tion map, Figure 7.3). Ten seismic horizons, numbered 1 to 10, have been picked in 
time and converted to depth. The 10 seismic horizons are:

1. Top of Kimmeridgian White Limestones

2. Top of Porous Horizon HP4

3. Top of Lower Oxfordian (close to the top of target interval)

4. Top of Upper Callovian (RIO)

5. Top of Carbonated Dogger (base of target interval)

6. Base of Argillaceous limestone and marls

7. Base of Carbonated Dogger

8. Top of Domerian

9. Base of Lias (base of Gryphees limestone)

10. Top of Beaumont dolomite

Figure 7.10 shows the picked times of the 10 seismic horizons (left) and the depth 
conversion of the 10 horizons (right).

 Figure 7.10   Time-to-Depth of seismic horizons by Bayesian Kriging. Example of the XL 
217 profile (left: horizon in time, right: horizons in depth).

To obtain a high-resolution velocity model, the acoustic impedance Ip obtained by 
inversion can be used assuming that the P-wave velocity and the density of a forma-
tion vary in a consistent way (an increase of velocity is associated with an increase of 
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density) and a relationship between the two variables exists. The Gardner’s relation 
(Gardner et al., 1974) given by the following equation ρ α β= Vp  is often used.

The logging data (sonic and density logs) recorded at well Est433 (see map location, 
Figure 7.3) have been used to compare acoustic impedance Ip and velocity Vp logs 
and the relationship given by equation (7.4) has been checked:

 Log Vp Av.Log Ip Bv( ) = ( ) +  (7.4)

The coefficients Av and Bv have been computed in a root mean square sense, 
between the Vp and Ip logs. The results of the minimization have shown that the Vp 
log and the predicted P-wave velocity from the acoustic impedance log are strongly 
correlated (Figure 7.11, left). The correlation coefficient and the Taner-Kohler 
coefficients between the two velocity logs are very high (> 0.98) and a single law 
can be used whatever the range of acoustic impedance and whatever the geological 
unit to obtain a high-resolution velocity model in time Vp given by equation (7.4). 
Consequently a density log can be easily obtained by the ratio Ip to Vp.

The velocity model was integrated in time to obtain a time-depth conversion model 
(Figure 7.11, right). The time-depth conversion model was used to convert in depth 
any type of time-seismic sections such as amplitude, instantaneous frequency, Ip 
and Is, and consequently Vp, Vs and density.

 Figure 7.11   Predicted P-wave velocity model and time-to-depth conversion model.
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The depth conversion is not calibrated in depth. This must be carried out, and it 
can be performed using the depth conversion of seismic horizons by a geo-statistical 
method (Omre H. 1987, Sandjivy L. and Shtuka A. 2009) which simultaneously 
uses Bayesian co-kriging and a multilayer model, and which handles the following 
sources of uncertainty:

1. Velocity model uncertainty: this relates to regional (trend or low frequency) 
uncertainty and local uncertainty (high frequency velocity fluctuations that are 
invisible on the seismic).

2. Time interpretation uncertainty. Even when one considers that interpretation is 
unbiased and calibrated, there are fluctuations that cannot be observed by the 
seismic because of limited resolution.

3. Well marker uncertainty.

The depth converted horizons are calibration points for the velocity model extracted 
from the acoustic impedance distribution. The updated velocity model thus 
obtained must be consistent with an underlying interval velocity model obtained by 
the geostatistical method for the time-to-depth conversion of seismic horizons with 
a resolution comparable to the resolution of the acoustic impedance sections. Some 
results have already been obtained using seismic lines extracted from the 3D seismic 
survey recorded on the Zira area (Mari J.L. and Yven B., 2014).

The P-wave velocity distribution Vp and the results of elastic inversion Ip (Ip = AI 
= ρ.Vp) and Is (Is = ρ.Vs) are used both to compute the shear wave velocity Vs and 
the density ρ distributions in depth. The values of densities obtained are realistic 
for the sedimentary layers present. They vary between 2.25 and 2.70 g/cm3. In the 
Callovo-Oxfordian, the highest value of the density is 2.48 g/cm3.

Figures 7.12 to 7.14 show the results obtained for the 3 profiles: 07EST10, IL405, 
XL217. For each profile, we show the seismic line after depth conversion, the distri-
bution of P-wave and S-wave velocities in depth, and the distribution of density 
in depth.
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 Figure 7.12   Profile 07EST10. Top: section in depth and P-wave velocity distribution in 
depth, Bottom: S-wave velocity and density distributions in depth.
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 Figure 7.13   Profile IL405. Top: section in depth and P-wave velocity distribution in 
depth; Bottom: S-wave velocity and density distributions in depth.
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 Figure 7.14   Profile XL217. Top: section in depth and P-wave velocity distribution in 
depth; Bottom: S-wave velocity and density distributions in depth.
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7.4 Amplitude quality control

A Stochastic Quality Assessment (SQA) workflow has been designed to assess the 
reliability of the stacked amplitudes and to optimize further modelling of mechani-
cal and hydrogeological properties.

 Figure 7.15   Profile XL217. Instantaneous amplitude (left) and SQI factor (right).

SQA processing of seismic data works under a mathematical framework known 
as geostatistics, where the observed (measured) seismic amplitude is considered as 
a realization of a random function (RF) defined in space and time (Shtuka et al., 
2011 and 2009). The added value of using this type of theoretical framework is 
that it takes into account the spatial correlation between measured seismic ampli-
tudes at different locations using variogram or spatial covariance. Interpretation 
and modelling of the experimental variogram computed in the offset direction (for 
fixed time) on pre-stack gather data enables the assessment of the signal and noise 
content of the seismic measurements in terms of the contributive (signal) and non-
contributive (noise) part of the stacking process. The signal/noise interpretation of 
the variogram is quantified by modelling the experimental variogram accordingly 
in both horizontal (offset or angle) and vertical (time) directions. SQA handles the 
global non-stationary behaviour of the gather, by relying only on a local stationarity 
assumption: local computations and modelling of variogram parameters (sill and 
ranges) are performed inside a local neighbourhood defined around each sample 
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location. The variogram model is used to compute the estimated variance of the 
stacked trace of the gather as the variance of the estimation error: unknown “true” 
stacked amplitude minus estimated stacked amplitude. The estimation variance 
is normalized and expressed as a percentage of the stacked amplitude called the 
Spatial Quality Index (SQI). Low SQI values mean good confidence in the stacked 
amplitude.

The results shown here were obtained on the XL217 cross-line on the seismic cube 
(Figure 7.3). Figure 7.15 shows the instantaneous amplitude section (left) and its 
associated SQI factor (right). The sections are shown in depth. The time-to-depth 
conversion is discussed later. The quality of seismic instantaneous amplitudes is 
quantified by their attached SQI values. Blue SQI areas on the seismic section 
(low SQI values) indicate reliable amplitudes (80 to 90% reliability), green SQI 
areas indicate less reliable amplitudes (50 to 70% reliability). The more significant 
processes were analysed in greater detail, confirming that the amplitudes were not 
adversely affected by the processing.

7.5 Q factor

We present here the methodology developed to estimate the Q factor per layer, 
using VSP data. It shows how the procedure has been extended to estimate the Q 
factor of seismic lines.

A number of discussions in the literature use different approaches, which lead to 
a general form for the frequency dependence of the phase velocity. A synthesis has 
been carried out by Valera (1993). The resulting expression, which is valid for a 
relatively large and constant Q, is given by:

 V f V f Q f f1 2 1 21 1( ) ( ) = + ( ) ⋅ ( )/ / /π Ln  (7.5)

Where Q is the constant Q factor, V(f1) is the propagation velocity at frequency f1, 
V ( f2) is the propagation velocity at frequency f2.

Equation (7.5) can be written as follows:

 Q V V f f= ( ) ⋅ ( ) ⋅ ( )1 1 2/ / /π ∆ Ln  (7.6)

Where ∆ ∆ ∆ ∆ ∆ ∆V V f V f z t z t d t= ( ) − ( ) = − +( )1 2 / /  and V z t d t V f= +( ) = ( )∆ ∆ ∆/ 2
V z t d t V f= +( ) = ( )∆ ∆ ∆/ 2

Equation (7.5) shows that the high frequency components of a wave train propagate 
faster than the low frequency components.

For a VSP, Q is computed from equation (7.6). For 2 geophone positions (Δz apart), 
ΔV is estimated from the variation Δt of the arrival times of the down-going wave 
over a distance Δz and from dΔt the residual variation of Δt due to the variation of 
frequency between f1 and f2.
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Figure 7.16 (top left) shows a VSP recorded in well Est 433 (Figure 7.3) as well 
as its frequency-wavenumber (f-k) diagram. It is composed of 221 levels, with a 
depth sampling of 5 m between 112 and 687 m, and a depth sampling of 10 m 
between 687 and 1,737 m. The source is a vibrator (sweep 14-140 Hz). The time 
sampling is 1ms and the recording length is 2 s after correlation. The down-going 
and up-going waves have been separated by f-k filtering. To obtain an estimate 
of the Q factor per layer, we used the fact that attenuation introduces dissipative 
dispersion, which can be measured from the frequency-dependent phase veloc-
ity of the VSP down-going wave (equation (7.6)). The picked times of the first 
pick of the first arrival have been used to compute the velocity log versus depth, 
and to measure the frequency log from the instantaneous frequency VSP section, 
using the analytic signal computed by the Hilbert transform. The 2 logs are shown 
in Figure 7.16 (top right). The down-going waves have been filtered with a low 
frequency band (8-28 Hz). The average value of the instantaneous frequency f2 of 
the filtered down-going wave is 21.5 Hz and the associated standard deviation is 
2 Hz. A scan procedure in dΔt, equivalent to a velocity scan, was implemented to 
estimate the quantity ΔV and the Q factor (equation (7.6)), the search carried out 
in a realistic Q value domain, such as between 20 and 100 (Mari and Yven, 2018). 
If the f1/f2 ratio is close to a constant, the V/ΔV ratio is a linear function of Q. For 
Q ranging from 20 to 100, the V/ΔV ratio varies from 50 to 250 for an f1/f2 ratio 
of 3.5 (Figure 7.16, bottom left).

Figure 7.16 (bottom left) shows, from top to bottom: the V/ΔV curve for an f1/f2 
ratio of 3.5; the dΔt, ΔV and V/ΔV curves versus the level of the borehole geophone. 
The average value of the ΔV curve is 27 m/s and its associated standard deviation is 
4 m/s. Figure 7.16 (bottom right, black curve) shows the computed Q factor log. 
Q values vary between 33 and 96. Due to standard deviation low values of the ΔV 
curve (4 m/s) and of the f2 frequency curve (2 Hz), the Q factors can be predicted 
using constant values for ΔV and f2. The predicted Q-factor curve is shown in 
Figure 7.16 (bottom right, red curve) as well as the associated relative uncertainty 
(10% on average) between the 2 Q-logs. The correlation coefficient between the 
2 Q-logs is high (0.94). The correlation coefficient between Q factors and interval 
velocities is 0.69. The Q factor of the Cox (550-700 m) is estimated at 40, while the 
Q factors of the Oxfordian and Dogger limestone located directly above and below 
are higher, ranging from 65 to 90.

The results have been validated on a second well, Est 412 (Figure 7.17), the predicted 
Q values being estimated from the law defined at well Est 433. The uncertainties 
between the 2 Q-logs are weak, ranging between 0.5 to 30%. Consequently, the 
predicted Q log can be applied to surface seismic data if interval velocities V ( f1) and 
instantaneous frequencies  f1 are measured.
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 Figure 7.16   VSP and Q factor at well Est 433. Top left: VSP and its associated f-k dia-
gram; Top right: Velocity (V(f1)) and frequency (f1) logs. Bottom left: V/ΔV 
estimation: Bottom right: Q factors (measured, predicted) and uncertainties.
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 Figure 7.17   VSP and Q factors with uncertainties at well Est 412.

For each seismic line in time, the instantaneous frequency section has been computed 
by analytic signal (Hilbert transform), and then depth converted. The distribu-
tions in depth of the instantaneous frequencies and P-wave velocities (Figures 7.12 
to 7.14) have been used to predict the distribution of the Q-factor in depth, using 
equation (7.6) with the constant values for ΔV and f2 given by the VSP analysis 
carried out at well Est 433.

The instantaneous frequency section and the Q-factor distribution for the line 
07 EST10 are shown in Figure 7.18 (top). Figure 7.18 (bottom) also shows the 
Q-factor distributions for the lines IL405 and XL 217.
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 Figure 7.18   Q models in depth. Top: Profile 07EST10. Instantaneous frequency and Q 
model. Bottom: Profiles IL405 and XL217. Q models.
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7.6 Mechanical properties

To prepare for the construction and operation of a deep geological disposal facility, 
the mechanical behaviour of the rock formations must be well understood. One 
of the parameters studied for this purpose is the Young’s modulus. A workflow has 
been developed to estimate static Young’s moduli in claystone and limestone forma-
tions on seismic lines.

The P-wave and S-wave velocity (Vp, Vs) distributions and the density ρbulk distri-
bution obtained by elastic inversion of the seismic data after calibration on well 
data (VSP and acoustic logs) enable the computation of dynamic mechanical 
modules, such as the shear modulus (m), Young’s modulus (E), Poisson’s ratio (ν). 
The dynamic Young’s modulus is given by the following formula (equation (7.7)):
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The Vp, Vs and ρbulk distributions for the seismic lines 07EST10, IL405 and XL217 
are shown in Figures 7.12 to 7.14 respectively.

Mechanical properties of the Callovo-Oxfordian clay formation were charac-
terized in the laboratory (deformation modulus, compressive strength, tensile 
strength, etc.) using conventional triaxial or uniaxial compression tests. Samples 
that were significantly desaturated (Sr < 90%) or damaged were eliminated from 
the analysis. Finally 39 core samples, selected from the Cox in well Est 433, were 
used to measure the static Young’s moduli ES in the laboratory. At the same depths, 
logging data (acoustic and density logs) were used to compute the dynamic Young’s 
moduli ED. The results are shown in Figure 7.19 (top left).

A description of methods for determining the relationship between static and 
dynamic Young’s moduli can be found in a number of standard texts. A synthesis 
is given by Eissa and Kassi (1988). In the laboratory it has been shown that it is 
possible to predict the static moduli values ES from the dynamic values ED. The 
appropriate function relating to the high correlation coefficient between measured 
and predicted static values is the linear function:

 ES = a.ED + b (7.8)

However, Eissa and Kassi (1988) have shown that the value of the static modulus of 
elasticity can be best predicted from the relationship:

 Log10 (ES) = a.Log10 (ρbulk ED) + b (7.9)
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Equation (7.9) has been used to compute the static Young’s modulus using logging 
data (dynamic modulus computed by equation (7.7)) and core data (static modulus 
obtained in the laboratory). The coefficients “a” and “b” are evaluated to obtain an 
optimum fit between the static modulus from core data with the predicted static 
modulus from logging data (Yven and Mari, 2018). Figure 7.19 (bottom left) shows 
the static Young’s moduli from the laboratory (blue crosses), the dynamic Young’s 
from logs (black crosses), and the predicted static Young’s moduli (red crosses). 
Figure 7.19 (right) shows the associated histograms.

 Figure 7.19   From dynamic to static moduli. Left: static Young’s moduli from laboratory 
(blue crosses), the dynamic Young’s moduli from logs (black crosses), and 
the predicted static Young’s moduli (red crosses). Right: histograms.

Figures 7.20 to 7.22 show the results obtained on the seismic profiles 10EST10, 
IL405 and XL217 respectively. For each seismic line, we show the distribution of 
dynamic Young’s moduli in depth computed from the Vp, Vs and density distri-
butions obtained by elastic inversion and depth conversion, the distribution of 
static Young’s moduli in depth given by equation (7.9), the static to dynamic ratio 
distribution in depth, and the histograms of the two sets of moduli. The Static to 
Dynamic Young’s modulus ratio varies between 0.49 to 0.58. The static to dynamic 
conversion has been carried out with cores from the Cox. In future, the relation-
ship between static and dynamic will be analysed with other boreholes, per each 
geological unit.
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 Figure 7.20   Seismic line 07EST10 - From dynamic to static moduli. Top: distribution of 
dynamic (left) and static (right) Young’s moduli in depth. Bottom: Static 
to dynamic ratio in depth (left), Histograms of dynamic and static Young’s 
moduli.
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 Figure 7.21   Seismic line IL405 - From dynamic to static moduli. Top: distribution of 
dynamic (left) and static (right) Young’s moduli in depth. Bottom: Static 
to dynamic ratio in depth (left), Histograms of dynamic and static Young’s 
moduli.
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 Figure 7.22   Seismic line XL217 - From dynamic to static moduli. Top: distribution of 
dynamic (left) and static (right) Young’s moduli in depth. Bottom: Static 
to dynamic ratio in depth (left), Histograms of dynamic and static Young’s 
moduli.
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7.7 Hydrogeological Study

The impedance model (Ip block) can be converted into porosity using an empirical 
relationship between porosity and acoustic impedance established at well locations. 
To model porosities, another option is to use porosity at the well locations and 
interpolate between the wells by means of kriging. Partly due to the small number 
of wells, this outcome is very smooth and usually seems geologically consistent. 
More dense information can be integrated to improve the estimation of poros-
ity. As porosity is linked to acoustic impedance, the use of dense seismic acoustic 
impedance information is relevant. A collocated co-kriging of porosity was thus 
conducted. The integration of the seismic information was performed using the 
normalized acoustic impedance as the secondary variable (Bourges et al., 2012). 
The use of a 3D cube makes it possible to provide 3D imaging of the connectivity 
of the porous bodies (Mari and Delay, 2011). Core analysis is usually carried out to 
establish porosity vs. permeability laws (Zinszner and Pellerin, 2007). It has been 
shown that it is possible to extract new attributes from seismic sections, leading 
to a better understanding of the distribution of the porous and permeable bodies 
(Mari and Guillemot, 2012). The attributes are also used to detect the imperme-
able layers.

At well locations, porosity vs. impedance cross plots were used to define linear 
laws between the two. The cross plots were obtained using density, acoustic veloc-
ity, and porosity (NMR) logs recorded in the wells. Two empirical relationships 
between porosity and acoustic impedance were used to convert the Ip imped-
ance into porosity j depending on the density ρ of the geological formation. 
The porosity is expressed in % and the acoustic impedance in (m/s).(g/cm3). The 
density sections with a threshold of 2.48 g/cm3 are used to select the law as follows 
(equation (7.10)):

• for the carbonated formations: ρ ≥ 2.48 g/cm3, j = 45.1097 – 0.0028 Ip,
• for the clayed formations: ρ < 2.48 g/cm3, j = 26.7678 – 0.0019 Ip  (7.10)

Laboratory experiments (Morlier and Sarda, 1971) have shown that the attenuation 
of a clean formation can be expressed in terms of three structural parameters: poros-
ity, permeability and specific surface. Both theoretical and experimental studies have 
identified the relation between acoustic attenuation and petrophysical parameters:

 δ ϕ π ρ µ= ( ) ( )C S k f f. . . . .2
1 3

 (7.11)

With δ: attenuation (dB/cm), f : frequency (Hz), ρf : fluid density, m: fluid viscosity 
(centipoise)

j: porosity, S: Specific surface (cm2/cm3), C: calibration coefficient and k: perme-
ability (mD).

Fabricius et al. (2007) found that the specific surface with respect to grain volume 
(Sg) is apparently independent from porosity. In an attempt to remove the porosity 
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effect on Vp/Vs and mimic a reflected j vs. log (Sg) trend, they proposed the use of 
the following relationship between porosity j, Vp/Vs and Sg:

 log . . .Sg m a b Vp Vs c( ) = + ( ) +ϕ  with Sg S= −( )1 ϕ  (7.12)

where it should be noted that Sg is multiplied by m to make Sg dimensionless.

In practice, the parameter Ik-Seis (Indicator (I) of permeability (k) from acoustic 
or seismic (Seis) data) calculated from equation (7.13) is proportional to perme-
ability k (Mari et al., 2018; Benjumea et al. 2019).

 Ik-Seis = (j.δ/S)3/f = (j/SQ)3/f (7.13)

with f: P-wave frequency, Q quality factor, δ: attenuation, S: specific surface and 
j: porosity.

The processing of the seismic lines was carried out to estimate the distribution 
of the velocities (Vp and Vs), the distribution of densities, the instantaneous 
frequency, the Q-factor (equation (7.6)), the porosity from acoustic impedance 
(equation (7.10)), the specific surface S (equation (7.12)), and finally the Ik-Seis 
factor (equation (7.13)). In the domain of seismic frequencies, the Ik-Seis factor can 
only be seen as a relative indicator, varying from 0 for less porous and permeable 
bodies, up to 1 for more porous and permeable bodies.

If the porosity distribution is a key point for reservoir characterization, shale content 
is key both for the reservoir and the seal. Gamma ray logs are a very useful tool 
that can be computed from seismic data to estimate shale content. After several 
attempts with different seismic attributes such as P or S-wave velocity, density, seis-
mic mechanical modules such as the shear modulus m, the matrix shear modulus 
appeared to be the most sensitive attribute to compute a pseudo gamma ray (Yven 
and Mari, 2014). The matrix shear modulus mma is given by the following formula:

 ma
B

µ µ
β

=
−1

 (7.14)

with Bβ  being Biot’s coefficient (1956) defined as follows: 1 1− = −( )B
mβ ϕ ϕ 

and mϕ
ϕ

=
−
3

1
 with j the porosity.

The matrix shear modulus is corrected for the effect of porosity and can be converted 
into pseudo gamma ray (GR-Seis) by using an empirical relationship (polynomial 
function) between the gamma ray log and the matrix shear modulus established at 
the well locations.

The proposed procedure was applied on a 3D dataset. The results shown here were 
obtained on the XL217 cross-line. Figure 7.15 shows the instantaneous amplitude 
section and its associated SQI factor in depth. The SQI factor is low which means 
there is good confidence in the seismic amplitude and consequently in the elastic 
impedance in depth. In the 700-750 m range, one can notice a significant lateral 
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variation of the seismic amplitude. The amplitude anomaly corresponds to the 
presence of a porous layer, between CMP 600 and CMP 400 at the top of the 
Dogger formation. Figure 7.23 (top) shows the specific surface and Ik-Seis distribu-
tions in depth. The interpretation is confirmed by a very low value of the specific 
surface and a high value of the Ik-Seis attribute. The high values of the specific 
surface are associated with the Callovo-Oxfordian (550-720 m depth interval). The 
pseudo gamma ray section computed from the Biot Shear modulus is shown in 
Figure 7.23 (bottom). We noted the lateral variation of the shale content in the 
Callovo Oxfordian.

7.8 Conclusion

The different steps involved in building a geo-model in depth can be summarized 
as follows:

• pre-processing must include QC on static corrections for the detection and 
compensation of long-wavelength anomalies,

• QC on seismic amplitudes and velocity models. Filtering of footprint anoma-
lies. Quantification of amplitude quality (SQI factor) before pre-stack migration 
and inversion,

• processing: pre-stack time migration. At least three angle migrated stacks must 
be generated,

• elastic inversion to compute Ip and Is sections,
• computation of an a priori velocity model Vp, assuming that the P-wave velocity 

Vp and the acoustic impedance Ip of a formation vary in a consistent way and a 
relationship between the two variables Ip and Vp exists. A single relationship or 
a relationship per range of impedances or per geological unit can be computed,

• update of the a priori Vp model, using the depth conversion of seismic horizons 
by a geo-statistical method which simultaneously uses Bayesian co-kriging and a 
multilayer model and which handles sources of uncertainty: Vp-update,

• depth conversion of the seismic blocks (amplitude, Vp-update, Ip, Is) using the 
updated velocity model Vp-update,

• computation of the density distribution in depth: ρ = Ip / Vp-update,
• computation of the shear velocity distribution: Vs = Vp-update x (Is / Ip).

Knowledge of the density (ρ) and velocity (Vp-update, Vs) distributions allows the 
computation of mechanical dynamic modules such as the shear modulus, Young’s 
modulus, bulk modulus and the Poisson’s ratio. The conversion of dynamic Young’s 
modulus into static Young’s modulus was conducted.

We have described a method to build a geo-model in depth, using a 2D seismic line 
(07Est10) and 3D seismic lines (IL405 and XL-217) as examples.
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 Figure 7.23   Mechanical and petro-physical parameter. Top: Specific surface and Ik-Seis 
distribution in depth. Bottom: Shear modulus and pseudo gamma ray dis-
tribution in depth.
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We have demonstrated the advantages of geo-statistical processing both to quan-
tify the quality of the seismic amplitude (SQI) and to perform depth conversion 
(Bayesian Kriging).

The Q factor of geological formations can be obtained from VSP data. We made use 
of the fact that attenuation introduces dissipative dispersion, which can be meas-
ured from the frequency-dependent phase velocity of the VSP down-going wave. 
The methodology has been extended from well data to surface seismic data. For 
this purpose, a high-resolution velocity model is required. It is obtained by the elas-
tic inversion of the seismic data and by conversion of acoustic impedance Ip into 
velocity Vp. The procedure can be used to build a geo-model in depth defined by 
mechanical and hydrogeological parameters: velocities (Vp, Vs), density, Q factor, 
porosity, specific surface and index of permeability (Mari and Yven, 2014).

The seismic procedure was extended to calculate a seismic pseudo gamma ray 
(GR-Seis). A highly porous layer was detected at the top of the Dogger, and lateral 
variation in shale content can be seen in the Callovo Oxfordian.
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GÉOPHYSIQUE APPLIQUÉE

Synthesis 10

J.-L. Mari, M. Mendes, H. Chauris

The 7 chapters in this book provide a practical overview of seismic imaging:

Chapter 1 is a brief review of the current state of knowledge in seismic propaga-
tion. It introduces the different seismic methods for prospection. Several examples 
are used to show the different waves, which can be observed on field records and are 
predicted by the wave equation. The chapter underlines the fact that the acquisition 
geometry (2D or 3D) and the type of seismic survey (surface or well) must be taken 
into consideration in the wave identification.

Chapter 2 is dedicated to refraction surveying. Seismic refraction can be used for 
investigations at all depths, but for various technical reasons it is mostly used in 
the study of the first 300 metres of the subsurface (spread length, importance of 
the source energy, …). Refracted P-waves are currently used to obtain a velocity 
model of the near surface by combining conventional methods such as the T plus 
– T minus or GRM method and tomography. The refraction method is currently 
used in hydrogeology and in civil engineering. We have presented 2 applications of 
the refraction method: the computation of static corrections, and the characteriza-
tion of a near-surface karstic reservoir.

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
DOI: 10.1051/978-2-7598-2351-2.c010
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For conventional studies, the refraction method requires only the measurement of 
arrival times of first arrival waves (direct and refracted waves) to provide a geological 
model. Amplitudes are not commonly used in seismic refraction studies. In the case 
of an irregular interface, the analysis of the distortion of the head wave arrival allows 
the detection of wave interferences, which can be associated with the presence of 
fractures (second field example).

In chapter 3, the task of imaging near-surface structures has been addressed with a 
few seismic tomography approaches. Several seismic field datasets are used to illus-
trate the ability of tomographic tools.

The first field example concerns a transmission tomographic technique used for 
inverting first-arrival times, picked from a 3D surface seismic dataset, which was 
part of a geophysical survey conducted in a karstified dolostone region. Due to the 
limited azimuthal coverage of the surface data, the tomographic inversion produced 
a 3D model for the karst aquifer, with significance only in the upper epikarst region 
(up to 7 m deep). To overcome this image depth limitation, data collected with 
down-hole receivers were used simultaneously with those from surface geophones, 
which extended the image depth to the underneath low-permeability volume (up 
to 28 m deep). This 3D approach revealed a set of elongated furrows at the base of 
the epikarst and identified heterogeneities deep inside the low-permeability volume 
that may represent high-permeability preferred pathways for water inside the karst.

In the second field example, the seismic data were collected by triaxial geophones 
in a cross-well experiment using a reflection tomography procedure, which enabled 
the imaging of a limestone reservoir at a depth of about 1,850 m. The raw field data 
were processed like conventional offset VSP data and the information present in the 
travel time of reflected S-waves was exploited for imaging between the boreholes. 
The imaging was achieved by time and depth transformations using a VSP-CDP 
stack, guided by a S-S ray tracing with a velocity model based on previous P and S 
VSP analysis. Although the reflection tomography did not provide an image with 
high frequency waveform, it successfully demonstrated the possibility of imaging 
between two wells from seismic data collected with conventional borehole multi-
component sensors and seismic waves generated by a low-energy source.

Finally, through the application of a diffraction tomography approach, based on 
the Born approximation, we were able to produce quantitative elastic depth images 
from multi-component offset VSP datasets. One dataset was collected in the North 
Sea, and another from acoustic and multi-component borehole data collected at 
two different boreholes in the Paris basin.

The target zone of the North Sea survey, which covered the reservoir area, is a 
rectangle extending from 50 m to 550 m east of the borehole, with depths from 
3,400 m to 4,400 m. Geologists were able to interpret the estimations of three 
elastic parameters – P and S-wave velocities and density – that were produced by 
the diffraction tomography. Then, the top of the Brent reservoir could be delineated 
continuously away from the borehole, while it was also possible to interpret two 
faults. This chapter also includes a discussion on the assessment of the elastic depth 
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image quality that should be given directly by the residuals between field data and 
seismograms computed with the elastic images.

The last example presented in this chapter is based on data from a one-shot seismic 
survey in the Paris basin. This study includes processed acoustic and multi-compo-
nent data collected at two different wells with inter-well distances of about 100 m. 
Only upgoing S-S and S-P reflected events were used for the tomography. The 
target zone included three sand reservoir levels between depths of 575 and 600 m. 
Due to insufficient source and receiver coverage of the target zone (because it was 
only a one-shot survey), the diffraction tomography produced unreliable images 
with strong artifacts on the upper section, i.e. above 560 m. However, tomography 
proved capable of producing high-resolution (≈ 3-5 m) images for the reservoir 
region. The comparison of both density images with a pseudo-density log, produced 
by a density log convolved with a characteristic signal with the same bandwidth as 
the density image, is quite satisfactory within the reservoir region.

In conclusion, based on the good results obtained from the field studies, it can be 
said that seismic tomography has the potential to provide superior images that are 
capable of addressing the problem of near-surface structure characterization.

Chapter 4 is dedicated to near-surface reflection surveying. After a short review 
of the design of conventional 2D and 3D surveys, we briefly summarize the main 
steps of a processing sequence. With two field datasets, we showed that it is possible 
to obtain very high-resolution 3D blocks for near-surface applications with very 
light seismic spreads (48 channel recorders, a single geophone per trace, and a light 
seismic source). Near-surface studies require specific test phases to define the opti-
mum parameters (minimum offset, geophone interval) for the acquisition. The 
processing sequence must be carefully adjusted to the field data, especially for the 
wave separation. In the example of the imaging of the near-surface karstic reservoir 
(Hydrogeological Experimental Site of Poitiers), we showed that the velocity distri-
bution obtained by refraction tomography in the first 30 m can be merged with the 
velocities extracted from the amplitude of the reflected events to obtain a continu-
ous velocity model from the surface to a depth of 120 m.

Chapter 5 discusses the huge potential of Full Waveform Inversion (FWI) in terms 
of quantitative seismic image interpretation. In practice, the applicability of the 
method depends on the quality of the data, as well as on the most appropriate 
pre-processing (for example to preserve the low frequency data) and on the correct 
physical understanding of the wave propagation phenomena. In future elastic FWI 
will replace the acoustic approach, and the technique will be able to extract more 
than a single parameter (e.g. velocity and attenuation). Also, it may be possible to 
incorporate higher frequencies. On the exploration scale, FWI is still in its infancy. 
We hope that this chapter will positively encourage the reader to evaluate for them-
selves the use of FWI on near-subsurface data sets.

Chapter 6 discusses handling different types of waves present in the same set of 
experimental data. We have underlined some of the advantages of hybrid seismic 
imaging strategies to provide efficient, accurate and reliable subsurface models, in 
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terms of geometry and mechanical properties. In the first field example, the hybrid 
seismic imaging tool showed that seismic data derived from traditional refraction 
acquisition is valuable for obtaining information about the reflectivity for targets 
located in the near and/or very near surface. After first break pickings, a P-wave 
tomography inversion was performed to obtain a depth velocity model. The 
processing of reflection events, present in the seismic refraction survey, was carried 
out by a standard procedure. However, particular attention was focused on isolating 
the reflection waves. Finally, after a careful adjustment of the results obtained from 
the processing of refraction and reflection waves, they were gathered to produce an 
extended time reflectivity section starting from the surface. In the second example, 
a refraction tomography algorithm has been applied to the first-arrival times picked 
manually on the shot gathers collected in a hydrothermal area. A P-wave velocity 
model was obtained that presented values in the range 100 – 2,000 m/s and a low 
velocity layer at the surface with thickness around 5 m. The processing of surface 
waves, extracted from the seismic survey, was performed in the f-k domain with 
SWIP, an open-source MATLAB-based package. The inversion of the dispersion 
curves produced a set of 1D models of S-wave velocity with an estimated depth of 
investigation of around 10 m. The final result was a pseudo 2D model obtained by 
merging all of the best fitting 1D models. The final S-wave velocity model showed 
strong lateral variations that were not visible on the P-wave velocity model, prob-
ably due to strong saturation variations. This information was used to estimate the 
Poisson’s ratio. The distribution of this parameter, more particularly its contrasts, 
clearly highlights gas pathways in the subsurface that are consistent with the degas-
sing observed at the surface. Thus, these positive results open up new perspectives 
for several applications of more hybrid seismic methods.

Finally, chapter 7 presents a field study at a site that has been extensively studied 
by the French national radioactive waste management agency (Andra). We showed 
how the integration of seismic data (3D survey and VSP), logging data (acous-
tic logging), and core measurements, combined with a succession of specific and 
advanced processing techniques, enabled the development of a 3D high-resolution 
geological model in depth. We demonstrated the benefit of geostatistical process-
ing, both to quantify the quality of the seismic amplitude (SQI) and to perform 
depth conversion (Bayesian Kriging). The Q factor of geological formations can be 
obtained from VSP data. We used the fact that attenuation introduces dissipative 
dispersion, which can be measured from the frequency-dependent phase velocity of 
the VSP down-going wave. The methodology has been extended from well data to 
surface seismic data. For this purpose, a high-resolution velocity model is required. 
This was obtained from elastic inversion of the seismic data and by conversion of 
acoustic impedance Ip in velocity Vp. The procedure can be used to build a geo-
model in depth defined by mechanical and hydro-geological parameters: velocities 
(Vp, Vs), density, Q factor, porosity, specific surface, and index of permeability. The 
seismic procedure was extended to compute a seismic pseudo gamma ray (GR-Seis). 
A high porous layer was detected at the top of the Dogger and lateral variation of 
the shale content can be seen in the Callovo-Oxfordian.
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GÉOPHYSIQUE APPLIQUÉE

Conclusion 11

J.-L. Mari, M. Mendes

This book provides an overview of seismic imaging. It provides a practical guide, 
through the use of field examples, to the contribution of seismic methods to reser-
voir, geotechnical and civil engineering studies. The book is written for students 
and researchers in geosciences as well as for professionals. We hope that it will posi-
tively encourage the reader to evaluate the proposed methodologies for themselves, 
namely tomography, full waveform inversion, hybrid methods, and integrated 
approaches, for use on near subsurface datasets.

In each chapter, the reader will find theoretical concepts, practical rules and, above 
all, actual application examples. For this reason, the book can be used as a text to 
accompany course lectures or continuing education seminars.

This book aims to promote the exchange of information among geologists, geophys-
icists, and engineers in geotechnical fields.

This chapter of Seismic Imaging: a practical approach is published under Open Source Creative 
Commons License CC-BY-NC-ND allowing non-commercial use, distribution, reproduction of 
the text, via any medium, provided the source is cited.
© EDP Sciences, 2019
DOI: 10.1051/978-2-7598-2351-2.c011
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In the geophysics of oil exploration and reservoir studies, the surface seismic method is the 
most commonly used method to obtain a subsurface model in 2 or 3 dimensions. This method 
plays an increasingly important role in soil investigations for geotechnical, hydrogeological 
and site characterization studies regarding seismic hazard issues.

The goal of this book is to provide a practical guide, using examples from the field, to the 
application of seismic methods to surface imaging. 
After reviewing the current state of knowledge in seismic wave propagation, refraction and 
reflection seismic methods, the book aims to describe how seismic tomography and fullwave 
form inversion methods can be used to obtain seismic images of the subsurface. Through 
various synthetic and field examples, the book highlights the benefit of combining different 
sets of data: refracted waves with reflected waves, and body waves with surface waves. With 
field data targeting shallow structures, it shows how more accurate geophysical models can 
be obtained by using the proposed hybrid methods. Finally, it shows how the integration of 
seismic data (3D survey and VSP), logging data (acoustic logging) and core measurements, 
combined with a succession of specific and advanced processing techniques, enables the 
development of a 3D high resolution geological model in depth.
In addition to these examples, the authors provide readers with guidelines to carry out these 
operations, in terms of acquisition, as well as processing and interpretation.

In each chapter, the reader will find theoretical concepts, practical rules and, above all, 
actual application examples. For this reason, the book can be used as a text to accompany 
course lectures or continuing education seminars.

This book aims to promote the exchange of information among geologists, geophysicists, 
and engineers in geotechnical fields. 

Jean-Luc Mari and Manuela Mendes
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