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There is a broad consensus in considering that the loss of 
biodiversity is accelerating which is due, for example, to the 
destruction of habitats, overexploitation of wild species and 
climate change. Many countries have pledged at various 
international conferences to take swift measures to halt this loss 
of biodiversity. Among these measures, the creation of protected 
areas – which also contribute to food and water security, the fight 
against climate change and people’ health and well-being – plays 
a decisive role, although it is not sufficient on its own.

In this book, we review classic and original problems associated 
with the optimal design of a network of protected areas, focusing 
on the modelling and practical solution of these problems. 

We show how to approach these optimisation problems within a 
unified framework, that of mathematical programming, a branch of 
mathematics that focuses on finding good solutions to a problem 
from a huge number of possible solutions. We describe efficient 
and often innovative modellings of these problems. 

Several strategies are also proposed to take into account the 
inevitable uncertainty concerning the ecological benefits that 
can be expected from protected areas. These strategies are based 
on the classical notions of probability and robustness.

This book aims to help all those, from students to decision-makers, 
who are confronted with the establishment of a network of protec-
ted areas to identify the most effective solutions, taking into account 
ecological objectives, various constraints and limited resources. 

In order to facilitate the reading of this book, most of the problems 
addressed and the approaches proposed to solve them are illus-
trated by fully processed examples, and an appendix presents in 
some detail the basic mathematical concepts related to its content.
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Introduction

Biodiversity, a contraction of the words biological and diversity, represents the
diversity of living organisms (animals, plants, fungi, and bacteria) and their living
environments (aquatic, terrestrial, underground, aerial). The diversity of living
organisms refers to the diversity of species and the diversity of genes within each
species. The species richness of a given place, i.e., the number of species present in
that place, is a widely used measure to quantify the biodiversity of that place. This
measure is easy to interpret, but inventorying the species present at a given location
can be a difficult and costly exercise. Some species such as higher plants and ver-
tebrates are easy to observe but this is not the case, for example, with fungi and
bacteria. The number of individuals of each species is also an interesting indicator. It
can also be difficult to estimate. Genetic diversity essentially corresponds to the
diversity of alleles – versions of a gene – within individuals of the same species. This
diversity, which results from mutations and reproduction between individuals,
allows species to adapt to changes in their environment. Observing this diversity
requires sophisticated and relatively expensive techniques. The notion of biodiver-
sity also includes the interactions that exist between living organisms and also the
interactions between these organisms and their living environments. Today’s bio-
diversity is the result of a slow evolution of the living world, spread over billions of
years and affecting the entire planet. There is a broad consensus that the preser-
vation of biodiversity is currently a major issue. Biodiversity provides irreplaceable
and essential goods for our survival, such as food, oxygen, medicines, and raw
materials. In addition, species such as insects, bats, and birds pollinate plants.
Finally, natural environments contribute to natural water purification, flood pre-
vention, landscape structuring, and the quality of our living environment.

There is also a broad consensus to consider that biodiversity loss is accelerating
and that the five major causes of biodiversity loss are habitat destruction (e.g.,
urbanization, deforestation, wetland drying), biological invasions (e.g., Japanese
knotweed, coypu), pollution (e.g., release of a large number of toxic substances into
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the environment and wide distribution of these substances), overexploitation of
species (e.g., African and Asian rhinos, bluefin tuna, ebony) and climate change,
including its rate. For example, according to the World Wildlife Fund (WWF),
global vertebrate populations declined by almost 70% between 1970 and 2016.
Stopping the loss of biodiversity is, therefore, one of the major challenges facing the
international community today. Many countries are committed to take early action
to halt biodiversity loss.

Protected areas play a decisive role in maintaining biodiversity because they
make it possible to directly target the protection of elements at high risk of
extinction. Thus, at the 10th Conference of the Parties in Nagoya (COP 10), the
signatory countries adopted a Strategic Plan for the period 2011–2020 with 20 key
objectives to improve biodiversity conservation. Target 11 sets the global coverage of
protected areas to be at least 17% of terrestrial and inland water areas and at least
10% of marine areas. These protected areas may require the restoration of degraded
habitats such as reforestation, reintroduction of species, control of invasive species,
and restoration of wetlands. They can be created on a regional, national or even
international scale and be linked in networks in a physical or organizational way.
They already occupy a significant fraction of the Earth’s surface and generally aim
to preserve several aspects of biodiversity simultaneously. They can also protect
species still unknown to scientists. Some species are very sensitive to human presence
and many activities can be prohibited within protected areas, such as habitat
transformation, hunting, fishing, tourism, and sports. The term protected area is
now very often used. However, there are many other terms used to designate these
regulated areas for nature protection: nature park, nature reserve, protected zone,
conservation area, protected site, etc. The International Union for Conservation of
Nature (IUCN) identifies six categories of protected areas, terrestrial and marine,
according to their management objectives and defines a protected area as “a clearly
defined, recognized, dedicated and managed geographical area, by any effective legal
or other means, to ensure the long-term conservation of nature and its associated
ecosystem services and cultural values”. Ideally, each threatened species or, more
broadly, each threatened ecosystem should benefit from an area whose protection
ensures its future. In some regions, protected areas may be the only remaining
natural areas. As a result, they can support species that are not found elsewhere. To
simplify the presentations we will mainly focus in this book on the protection of
species, but all the developments could be applied to the protection of other aspects
of biodiversity.

Several indicators can be used to measure the effects generated by the creation of
protected areas, such as the number of protected species, their degree of vulnera-
bility, the population size of each protected species, the genetic or phylogenetic
diversity of protected species, or combinations of these indicators. This measure of
the effects of protection may also include the ecosystem services it provides, such as
food, water, cultural values, health products, and recreational areas. However, these
aspects can be difficult to assess. The protection of natural areas is also an effective
strategy for mitigating climate change. Protected areas must be large enough and
suitable for the protection of the targeted protection, but at the same time must not
be too detrimental to the needs and habitats of the populations living in or near
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these areas. Given these human pressures and the direct costs associated with
protected areas, a trade-off will often have to be made between the ideal size of
protected areas and the size ultimately chosen. The delimitation of protected areas
often helps to avoid excessive habitat fragmentation. Non-contiguous protected
areas can be organized in a network for global management. They can also be more
or less linked by biophysical connections such as biological corridors. Finally, an
assessment of the effects of protection must be carried out regularly to ensure that it
is effective, i.e., that the objectives of maintaining biodiversity are being met.
Indeed, the objective of some protected areas may not be achieved due, for example,
to illegal behaviour or climate change. Good management of these areas is, there-
fore, extremely important. There are other species’ protection strategies such as, for
example, the control of invasive species or captive breeding followed by reintro-
duction into the wild. The latter strategy may be necessary in an emergency situ-
ation. Of course, the development of protected areas, although extremely effective in
conserving biodiversity, is not, on its own, sufficient to ensure such conservation.
Thus, using land-use and biodiversity models, researchers have recently shown that
an approach combining important land protection measures and a transformation of
the food system would make it possible to redress the curve of biodiversity loss by
2050.

We are interested here in the choice of natural sites to be protected with the main
objective of protecting biodiversity – representation and persistence – but this
biodiversity protection can be combined with other objectives (e.g., preservation of
drinking water, cultural heritage, and creation of a recreational, research or edu-
cational area, flood prevention). As the resources available for this protection are
obviously limited, it is important to use them as effectively as possible. It is recog-
nized that protected areas have saved important species and natural environments.
However, the erosion of global biodiversity continues at a rapid rate. This is why the
creation of new protected areas as well as the optimal choice of them is important.
The objectives, many and varied, must be well defined, the possible actions must be
identified and the impact of these actions must be assessed. For example, a good
knowledge of the geographical distribution of endangered animal and plant species is
fundamental. A large number of studies on the selection of sites whose protection is
relevant to biodiversity conservation have been published in the operational research
and biological conservation literature.

In this book, we provide an overview of classical but also original problems
related to the “optimal” design of a network of protected areas, focusing on the
modelling approach and finally on their resolution. By “design of a network of
protected areas” we mean the process of choosing, within a territory, portions of
territories to be protected, i.e., managed with the explicit aim of contributing to the
protection of certain species and ecosystems associated with these territories. These
territories and portions of territories can be very different in size. Many problems are
considered and described in detail in this book – some of them have already been the
subject of occasional publications on my part – but this overview is far from
exhaustive, as there are so many questions inherent in the optimal design of a
protected area network. Numerous references are presented. They concern both the
field of optimisation in general and the field of protected area design.
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We show how to approach these optimisation problems in a unified framework,
that of mathematical programming. Within this framework, we propose efficient and
often innovative modellings. Mathematical programming (linear, quadratic, frac-
tional, and convex, in real or integer variables, by objectives) is a branch of math-
ematics that focuses on finding the “best” solution to a problem, among a very large
number of possible solutions. It generally consists in studying and solving a problem
expressed as the search for the optimum of a function of n variables. This function –

called objective function or economic function – enables the quality of a solution to
be measured in relation to the pursued objectives, the variables being subject to
linear or non-linear constraints expressed by equalities and inequalities. The
objectives may be technical, ecological, sociological, economic or a combination of
them. Mathematical programming is, therefore, a very general framework for
addressing optimization problems that arise in many fields. Research in this domain
of mathematics has been stimulated for many years by the possibility of using more
and more powerful solvers such as, for example, IBM-ILOG-CPLEX, FICO-XPRESS or
GUROBI. Their impressive performance is based on theoretical and algorithmic
results, the effective implementation of these results and the spectacular increase in
computer computing speed. It is thus currently possible to solve mathematical
programs with thousands of variables and constraints and even much more in the
case of linear programming. One of the important advantages of mathematical
programming – compared to other approaches for dealing with optimization prob-
lems – is its flexibility. It is very easy to modify the objective function and con-
straints, if this is necessary to take into account, for example, variations in the
objectives or characteristics that the desired protected areas must satisfy. In this
book, we study many optimization problems associated with the design of a pro-
tected area network and show how to formulate them in the framework of mathe-
matical programming. We will see that all kinds of complex objectives and
constraints can be easily taken into account. The considerable interest of this
approach lies in the fact that, when a problem is formulated in this way, the com-
puter implementation of its resolution is particularly simple using a modelling
language coupled with a solver, and powerful languages of this type as well as
extremely efficient solvers – mentioned above – are available. The efficient computer
implementation of an algorithm specially designed for a particular problem is gen-
erally much more difficult. The mathematical programming approach is, therefore,
particularly appropriate to help a decision-maker to quickly consider a project to
design a network of protected areas. We have just mentioned the technical advan-
tages of mathematical programming to address the problems associated with the
design of protected zones. Another advantage of this approach is that in order to be
tackled in this way, the problems must be analysed rigorously, since the objectives,
constraints and data must be precisely defined. This will often provide an oppor-
tunity to clarify certain points. Finally, and this last aspect is extremely important,
the solutions proposed are impartial and transparent. However, the fact that a
problem can be formulated as a mathematical program does not imply that it can be
solved in a reasonable time. Furthermore, the decision-makers and protected area
managers must be closely involved in the construction of the models. Note that
graph theory is also widely used in this book, mainly as a modelling tool used prior

VIII Introduction



to a mathematical programming formulation. Graph theory is a rich branch of
discrete mathematics that studies networks of points connected by lines called arcs
or edges.

Many publications in the biological conservation literature address these opti-
mization problems related to the delimitation of protected areas, but they often
propose to deal with them by approximate methods, specific heuristics or meta-
heuristics. These latter are generic heuristics that must be adapted to each problem.
These approximate methods are relatively easy to implement and may require less
computation time than that required to solve a mathematical program, but they can
provide solutions whose value is quite far from the value of the optimal solution.
Moreover, it is not generally known whether the value of the solution provided is
close or not to the value of the optimal solution. More recently, some problems
related to the creation of protected areas that are “optimal” in terms of biodiversity
protection have been addressed within the framework of constraint programming.

An important aspect to be taken into account in the design of a network of
protected areas is the uncertainty regarding the effects of these nature protection
policies. Indeed, a large number of uncertainties exist in the medium and long term
about the factors influencing biodiversity. Some are due to human activities such as
agriculture, urbanization or climate change, at least in part, others are simply due to
errors in measurements and forecasts. There are many approaches to try to account
for this uncertainty. It can be conventionally translated into probabilities – difficult
to define. These probabilities concern specific events affecting biodiversity and likely
to occur in the future given the protection policies adopted. For example, it can be
estimated that the probability that a certain species will have disappeared from a
certain site in 10 years is 0.9 if no particular action is taken for the protection of this
species in this site. This uncertainty can also be taken into account in other ways.
For example, it can be assumed that several scenarios – coherent sets of assumptions
– are possible and the forecasts used to construct the models will depend on the
scenario. For example, it can be considered that the sites whose protection would
allow the survival of a given species over a 50-year period are different depending on
the scenario considered. Both scenarios and probabilities can also be taken into
account simultaneously. For example, it can be considered that the survival prob-
ability of a species in a given area and over a certain time horizon depends on the
scenario. Another way of taking uncertainty into account is simply to consider that
the different values of measurements or forecasts, in the medium or long term, are
subject to uncertainties or errors. For example, the population size of a given species
in a given area may be estimated to be between 1,000 and 1,500 units after 10 years,
or the survival probability of a given species in a given area over a 50-year period
may be estimated to be between 0.8 and 0.9. Of course, this type of uncertainty can
be combined with considering several scenarios.

Let us now present a little more precisely the general framework of this book. We
consider a set of species, animal or plant, or other aspects of biodiversity, that are in
risk of disappearing. To simplify the presentation throughout this book, reference
will almost always be made to a set of threatened species, but all the proposed
approaches would easily adapt to other threatened aspects of nature and biodi-
versity, such as valuable habitats or ecological processes. It should be noted that

Introduction IX



according to the World Wildlife Fund (WWF) many common species are also
experiencing a significant decline that should at least be slowed down. A certain
horizon (e.g., 10 years, 50 years or 100 years) and a set of zones – also called sites or
parcels or areas – where these species live are considered. These zones can be very
different in nature (e.g., natural zones of ecological, faunistic and floristic interest,
zones of the Conservatoire du Littoral, rivers, wetlands). The protection of these
different zones can have a very different but complementary impact on biodiversity
protection. At the beginning of the horizon considered, it may be decided to protect
certain zones in order to provide some protection to the species considered and
present in these zones, and thus increase their chance of survival. These decisions
may eventually be called into question throughout the horizon under consideration if
this is still possible. Protection measures are appropriate to the conservation
objectives sought and vary from one zone to another. Thus, certain activities may be
authorized in one protected zone and strictly prohibited in another (e.g., destruction
of embankments or hedges, construction, hunting, fishing, certain agricultural
activities, public circulation, gathering). One way to protect a zone is to include it in
a nature reserve. Protecting a zone has a cost. This cost takes into account, for
example, the acquisition of the zone and its management over time. It may also
reflect some costs that are more complex to assess such as social costs. It is also
considered, as mentioned above, that the decisions taken require consideration, as
far as possible, of the various uncertainties. To protect a given species or a given set
of species, different measures to protect the zones can be adopted. In general, the
more important these measures are, the greater the chances of survival of the species
concerned – their survival probabilities – are. Thus, with any subset of protected
zones is associated an assessment of the value of protecting these zones. For example,
it can be simply considered that there are only two possible decisions for a zone, to
protect it or not during the period considered, and that its protection automatically
ensures the survival – survival probability equal to 1 – of the species present in that
zone at the beginning of the period. Thus, in this case and for figure I.1a, the
protection of the zones z2, z5, z16, and z18 ensures the survival of the species s3, s4, s6,
s7, s9, and s11.

Let us now look at the survival probability of the species. First of all, let us
consider the case where only one scenario is envisaged. By definition, the survival
probability of a given species throughout the period considered depends on the
protection measures decided in favour of that species at the beginning of the period.
In one of the extreme cases, where this probability takes the value 0, the species
certainly disappears and in the other extreme case, where this probability takes the
value 1, it certainly survives. Let us again take the example of figure I.1a and assume
that the survival probability of the species present in a zone at the beginning of the
period considered is equal to 0 if the zone is not protected and 0.5 if the zone is
protected. Let us also assume that the interest associated with the protection of
zones is measured by the mathematical expectation of the number of species that
will survive, in all zones, protected or not, until the end of the period. Thus, the
protection of the zones z2, z4, and z11 provides an interest equal to 2.5 while the
protection of the zones z10, z19, and z20 provides an interest only equal to 2.375. For
these calculations, it is assumed that all the probabilities are independent. In a
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(a)
z1 z2 z3 z4

s1 s3 s3 s6 s6 s6 s12

z5 z7 z8

s6 s9 z6 s8 s13 z9

z10 s9 s14 s4 s14

s7 s8 z11 z12 z13

z14 z15 s7 s12 s11 s2

s2 s5 s10 s11 z16 z17

z18 z19 z20 s4 s7 s9

s11 s5 s8 s8 s15

(b)
z2

s3 s6

z7
s8

z11

z15 s7 s12

s10 s11

z19

s5 s8

(c)

z11 z12 z13

s7 s12 s11 s2

z16 z17

s4 s7 s9

(d)

z5 z8

s6 s9 z6 s13

z10 s9 s14

s7 s8 z11

s7 s12

(e)
z1 z4

s1 s3 s6 s12

z6

s9 s14

z15

s10 s11 z17

z18 s9

s11

(f)
z3 z4

s6 s6 s12

z7 z8

s8 s13 z9

s4 s14

FIG. I.1 – (a) A hypothetical set of 20 candidate zones for protection and the list of species
living in each of these zones, among the 15 species considered. The cost of protecting the white
zones is equal to one unit, the cost of protecting the light grey zones is equal to two units and
the cost of protecting the dark grey zones is equal to four units. (b) Protection of five zones
forming a one-piece but not very compact reserve which protects, at least in some way, the 8
species s3, s5, s6, s7, s8, s10, s11, and s12. (c) Protection of five zones forming a single, compact
reserve. (d) Protection of five zones forming two reserves in one piece and relatively close to
each other. (e) Protection of six zones forming a highly fragmented reserve. (f) Five zones are
protected but only z8 belongs to the central part of the reserve, the other four zones share a
common border with unprotected zones and thus form a buffer part of the reserve.
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general way, these probabilities are obviously difficult to establish. One way of
taking into account the uncertainty that inevitably affects these probabilities is to
consider, for example, that they belong to a certain interval.

Consider now the case where several scenarios are possible. By definition, the
survival probability of a given species throughout the period considered depends as
before on the protection measures decided in favour of that species at the beginning
of the period but also on the scenario that is envisaged. As in the case of a single
scenario, this probability can take any value between 0 and 1, including the values 0
or 1, or it may not be known with certainty, in which case only the interval to which
it belongs is known. Similarly to the case of a single scenario, with any subset of
protected zones is associated an assessment of the interest provided by the protec-
tion of these zones – in terms of biodiversity protection – but, in the case of several
scenarios, this interest depends on the scenario under consideration.

Below are some examples of constraints that may be imposed on a set of zones
that are being considered for protection. For example, we can impose purely spatial
constraints on this set of zones, which we call, for the sake of simplicity, “reserve”.
These constraints may concern the shape of the reserve, its connectivity, i.e., the
contiguity of the different zones composing it, its compactness and its degree of
fragmentation measured by different indicators, its edge length, i.e., the length of
the transition zones between two different habitats, etc. It should be noted that
biodiversity and habitat quality within these transitional areas, the edges, can be
negatively affected (alterations at the microclimate level, interactions between
species such as predation and competition, development of invasive species).
Therefore, efforts will generally be made to limit the “edge effect” as much as pos-
sible. However, these areas are sometimes favourable to certain interesting species.

Let us return to the example in figure I.1. Figure I.1b shows a set of 5 protected
zones, in one piece but relatively non-compact. On the contrary, figure I.1c shows a
set of 5 protected zones, in one piece and compact. Figure I.1d shows a set of 5 zones,
relatively compact but made up of two groups of zones of a one-piece each.
Figure I.1e shows a highly fragmented reserve of 6 zones.

Once we are able to define the interest associated with the protection of any
subset of zones, for any possible scenario, several problems naturally arise. A first
type of problem is to determine the optimal set of zones to protect, given limited
resources and constraints on the selected zones. In the case of a single scenario, an
optimal set of zones is a set of zones of maximal interest. In the case of several
scenarios, an optimal set of zones is more difficult to define. This could be, for
example, a set of maximal interest in the worst-case scenario, i.e., in the scenario
that is the most unfavourable to the set of selected zones. We can also search for a
set of zones whose interest, regardless of the scenario that occurs, is not too far from
the interest of the set of maximal interest for that scenario. This allows for the
identification of a feasible set of zones within the available budget and minimizing
the maximal relative difference, the maximal “regret”, over all the scenarios, between
the interest provided by the protection of this set of zones for the scenario under
consideration and the maximal interest that could have been achieved if it had been
known that this scenario would occur. A second type of problem is to determine the
feasible set of zones of minimal cost that must be protected to achieve a certain
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interest. In the case of a single scenario, this amounts to determining a set of zones,
with a minimal cost and whose protection interest is greater than or equal to a
certain value. In the case of several scenarios, an approach may be developed to
identify a set of zones, with minimal cost and protection interest that is greater than
or equal to a certain value for all the scenarios considered. This value may depend or
not on the scenario.

We now give some examples of measures of the interest associated with the
protection of a subset of zones – called a reserve for simplicity’s sake – with regard to
biodiversity. This interest can be assessed by the following measures, or a combi-
nation of them: the number or mathematical expectation of the number of species
protected by the reserve; the diversity or mathematical expectation of the diversity
of species protected by the reserve, measured in different ways (e.g., phylogenetic
diversity, Simpson diversity index); the size of the populations of the species pro-
tected by the reserve; the amount of carbon sequestered and/or captured by the
reserve over time. If more than one scenario is considered, all these measures may be
scenario-dependent.

Some examples are also given below of conditions that must be met with regard to
the zones of the reserve in order to increase the biodiversity protection in this reserve
and over the period considered: the reserve must contain, at the beginning of the
period, a total number of species of a given set greater than or equal to a certain
threshold value; the zones of the reserve must be sufficiently close to each other or
even contiguous; the reserve must have a central part and a buffer part (for example,
a zone can be considered to belong to the central part of the reserve if it is “com-
pletely surrounded” by other zones of the reserve, see figure I.1f); the reserve may
have several contiguous “sub-reserves” but these must be linked by a network of
biological corridors; in order to guard against natural risks that may occur and
destroy certain zones of the reserve (e.g., storm, fire, and flooding) species must be
protected by several zones. Again, these conditions may depend on the scenario.

In everything we have just seen, protection strategies consist, for a given zone, in
protecting it or not. The result is a set of protected zones and finally a more or less
strong protection, possibly non-existent, of the species or ecosystems concerned. The
relationship between “protected zone” and “chances of survival of a species” can be
quite complex. A generalization of all this consists in considering that there are, for
each zone, several levels of protection and not just one. For example, for a given
zone, the survival probability in that zone of a given species is 0.5 if the zone is not
protected, 0.8 if a certain level of protection is provided for that zone, and 0.9 if
another – higher – level of protection is provided.

In summary, an important objective of this book is to help those who have to
make decisions regarding the establishment of a network of protected areas to do so
in an “optimal” way, i.e., in the best possible way with regard to the protection of
some biodiversity aspects while taking into account various constraints. Specifically,
this means selecting the zones to be protected from a set of candidate zones and
determining the level of protection to be applied to these zones. These decisions,
aiming at the best possible protection of biodiversity, must take into account the
criteria chosen to assess biodiversity, the information available in relation to these
criteria, limited resources, random factors and spatial constraints of varying
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complexity. Thus we hope to have shown in this book the interest of optimisation
models in designing a network of protected areas. We also hope that the reader will
not be too put off by the mathematical formalism that is needed for the presentation
of mathematical programs. We hope that the very numerous examples will facilitate
his/her reading.

The study of these optimization problems involves several steps: problem defi-
nition and modelling, formulation by a mathematical program, possible reformula-
tion by a mathematical program that can be solved effectively, i.e., within a
reasonable computation time, pre-treatments, i.e., study of the structure of the
problem in order to reduce the number of variables and/or constraints, and possible
improvement of the chosen formulation. There are generally several ways to model
an optimization problem using a mathematical program and an important question
is, therefore, to find the “right” model, i.e., the one that solves the problem in a
reasonable computing time while not being too difficult to interpret. These different
steps are illustrated in many examples. In order to lighten the presentation and
allow the reader to follow the different steps, these examples are hypothetical but
generally described in detail. However, the optimisation models that are presented,
even if they sometimes include simplifying hypotheses so as to not lose perspective
on the proposed approach, can be applied to real-world problems. All the mathe-
matical programs associated with these examples have been modelled using the
AMPL language and resolved by CPLEX, a solver based on the most efficient algorithms
available today. The experiments have been carried out on a PC with an Intel Core
Duo 2 GHz processor and mainly using the solver CPLEX version 12.6. The results
obtained and the study and interpretation of the solutions are presented. It is often
interesting to examine several solutions of a given problem: all the optimal solutions
as well as some solutions close to them. Indeed, this may allow certain criteria that
are difficult to formalize to be taken into account. Performance indications such as
computation times are also provided for large instances.

The whole approach described above can be an effective decision-making tool for
the actors involved in biodiversity conservation policies based on the creation of
protected zones. This tool does not replace the actors but can be used to recommend
behaviour by clearly highlighting the consequences of the various possible decisions
in relation to the objectives of these actors. It should be noted that a protected zone
is envisaged on the basis of ecological objectives and criteria, but that its actual
establishment depends on a number of other factors, including stakeholder-
dependent economic and political ones. The significant gap between theoretical
studies and practical implementations is often mentioned in the conservation liter-
ature. This gap can certainly be narrowed by establishing closer collaboration
between “theorists” and “practitioners” during all the stages of a protected zone
network design project.

The reader will not find in this book a study of the specific problem in which
he/she is interested because the possible optimization problems, in connection with
the creation of protected zones, are extremely numerous and varied. On the other
hand, he/she will generally find a similar problem from which he/she can draw
inspiration, thanks to the flexibility of mathematical programming, to approach
his/her own. Above all, he/she will be able to find a general approach, applicable in
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many contexts, to address, through mathematical programming, the formulation
and resolution of a specific protected zone design problem. It should be noted that
there are generic tools such as C-Plan, Marxan and SITES to address these issues.
These tools, often based on heuristic methods, have the advantage of being fairly
general, but the disadvantage of this generality is that they may not be easily
adapted to a specific context. Certainly, in many cases, specific tools need to be
developed and we hope that this book will help in the design of such tools.

Plan of the Book
Each chapter deals with a particular aspect involved in the selection of a set of zones
to be protected, among a set of candidate zones, and aimed at preserving biodi-
versity as much as possible. As already mentioned, we mainly deal with species
protection in this book, but all the developments presented could be applied to other
components of biodiversity. Each chapter first of all presents the interest of the
aspect considered with regard to biodiversity protection and then proposes, within
the unified framework of mathematical programming, models, formulations and
solutions to optimization problems naturally linked to this aspect. Most of these
problems are illustrated by detailed examples and numerous computational exper-
iments to evaluate the effectiveness of the proposed approaches are presented. As
mentioned, each chapter deals with a specific aspect related to the choice of a set of
zones to be protected, but the concrete choice of these zones will generally have to
combine several of these aspects.

Chapter 1 deals with the basic problem associated with the optimal choice of
zones to be protected as well as some variants of this problem. A use of the AMPL

modelling language, coupled with the CPLEX solver, is also presented.
The basic problem can be expressed as follows: what is the set of zones to be

protected, among a set of candidate zones, in order to preserve biodiversity “as best
as possible”? In this basic problem, we assume that, for each species considered, we
know either all the zones whose protection individually ensures the protection of this
species, for example its survival, or the minimal population size of this species which
must be present in the reserve, i.e., in the set of protected zones, for this species to be
considered as protected. Protecting a zone has a cost and protecting biodiversity as
best as possible can have several meanings. For example, one can seek to protect as
many species as possible within an available budget or seek to protect, at a mini-
mum, a number of species through a minimal cost reserve. A dynamic version of this
basic problem, in which zones are progressively protected over time, taking into
account a budget constraint related to each period under consideration, is also
presented and discussed in this chapter. These elementary problems of zone selection
are NP-difficult. In other words, it is conjectured that there is no polynomial-time
algorithm to solve them. An algorithm is said to be polynomial in time if the number
of elementary operations required to perform it can be expressed as a polynomial
depending on the size of the data. However, many optimization problems related to
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the design of a network of protected areas, although NP-difficult, can be solved
efficiently, especially through mathematical programming.

Chapters 2, 3, 4, and 5 deal with the spatial aspects of a set of protected zones.
The spatial configuration of a nature reserve – a set of protected zones – is an

essential factor for the survival of the species that live there. Fragmentation, con-
nectivity, compactness or edge length are three important and interdependent
aspects of this configuration. Fragmentation is associated with the dispersion of the
zones that make up the reserve (chapter 2). This dispersion often results from the
fragmentation of space due to artificial phenomena such as the presence of urbanized
areas, intensive agricultural areas or transport infrastructures. In contrast, in a
connected reserve, all the zones are contiguous and species can circulate easily
throughout the whole reserve (chapter 3). The compactness of a reserve corresponds
to the distance separating the zones from each other (chapter 4) and this distance
can be measured in different ways. The edge of a reserve consists of the transition
zones between the reserve and the surrounding matrix (chapter 5). Urban and
agricultural development as well as logging can make it difficult to build relatively
compact and low-fragmented reserves. Fragmentation, combined with lack of com-
pactness, prevents species from moving around the reserve as they should and could
in a compact and non-fragmented reserve, contributing to a loss of biodiversity. Of
course species are affected differently by the fragmentation and compactness of their
habitat. It should be noted that the ease of movement of species within a reserve is
not always without its disadvantages, as it can increase the risk of disease trans-
mission or facilitate the proliferation of invasive species. Chapter 4 also addresses
the problem of selecting a set of zones by taking into account both the connectivity
and compactness criteria.

Chapter 6 deals with biological – or wildlife – corridors. These allow species to
move through more or less fragmented landscapes.

Landscape fragmentation, mainly due to urbanization, agriculture and forestry, is
an important cause of biodiversity loss as it prevents species from moving as they
should. One of the options commonly used to establish – or restore – some con-
nectivity between different habitat areas is the establishment of corridors. This
connectivity within a landscape is considered an essential element for biodiversity
conservation. Several aspects of optimal corridor design are presented in this
chapter, including the restoration of an existing corridor network in order to increase
its permeability.

Chapters 7, 8, and 9 deal with the choice of a set of zones to be protected in view
of the inevitable uncertainties affecting the protection effects. Several ways of taking
these uncertainties into account are presented.

In all the previous chapters it is assumed that the effects of protection – or not –
of the different zones are perfectly known. In chapters 7, 8, and 9, we introduce the
integration of a certain uncertainty in these effects. A first way to reflect uncertainty
is to assume that protecting a zone ensures the survival of a given set of species in
that zone with a certain probability – difficult to establish – for each of those species
(chapters 7 and 9). A second way of translating uncertainty about the effects of zone
protection is to consider, as before, that the protection of a zone enables the survival
of certain species with a certain probability, but it is now assumed that these
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probabilities can be affected by errors (chapter 7). Finally, a third way to translate
uncertainty about the effects of zone protection is to consider that several scenarios
are possible (chapters 8 and 9). A scenario is a set of consistent hypotheses on the
evolution of the direct or indirect factors that may affect the survival of the con-
sidered species. It is hypothesised that it is possible to assess the impact of this
evolution. The effects of protecting a zone then depend on the scenario that occurs.

Chapter 10 concerns the choice of zones to be protected in order to maximize the
phylogenetic diversity of the impacted species. This measure takes into account both
the evolutionary history of the species under consideration and their kinship rela-
tionships. The information necessary to implement this approach may be relatively
difficult to obtain.

Many authors suggest that the effectiveness of protected areas could be signifi-
cantly enhanced by taking into account criteria other than species richness or
abundance when assessing a set of species from a biodiversity perspective. An
interesting measure which is increasingly being used in the field of conservation is
phylogenetic diversity. It is based on the concept of the phylogenetic tree associated
with the set of species considered and reflects the evolutionary history of these
species and their kinship relationships. There are different ways to define phyloge-
netic diversity. We consider here that the phylogenetic diversity of a set of species is
equal to the sum of the branch lengths of the phylogenetic tree associated with this
set. Several ways of taking into account the inevitable uncertainty affecting the
phylogenetic tree associated with a set of species – tree structure and branch length
– are also proposed.

Chapter 11 deals with the selection of zones to be protected, based on different
measures of the diversity of a set of species that have not been considered in previous
chapters.

In the first part of this chapter, we examine the choice of the zones to be protected
by measuring the diversity of the species thus protected by indicators other than
species richness or phylogenetic diversity. We measure this diversity in three different
ways: the first takes into account the dissimilarity or distance between 2 species
which can be represented, for example, by the genetic distance calculated from the
differences between DNA sequences; in the other two cases, we are interested in the
diversity of protected species as measured by two classical indices, the Simpson’s
index and the Shannon–Wiener index. These two indices take into account both
species richness and abundance of each species. In the second part of this chapter, we
focus on the set of individuals, of a given species, concerned by the choice of zones to
be protected and we measure the diversity of this set by its average kinship.

Chapter 12 takes into account an increasingly important issue to incorporate into
the design of protected zones, namely climate change. Indeed, a substantial number
of species can lose valuable habitat in a set of protected zones if the climate changes.
We are also interested in the choice of zones to be protected in order to mitigate
climate change.

Climate change appears to be an important emerging issue to be taken into
account in the development of protected zones. Most of the issues discussed in the
previous chapters can be re-examined in the context of climate change. Thus, the
approach is illustrated by taking as a starting point some basic problems, some of
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which having already been discussed in previous chapters. In the context of optimal
choice of zones to be protected, climate change can be taken into account in different
ways: some zones are likely to protect certain species at certain times but this is no
longer the case in later periods and conversely, some zones, at certain times, do not
allow for the protection of certain species but will allow it in later periods; the
population size of the different species considered in each zone changes over time and
it is assumed that this change is known; the area of habitat favourable to a given
species in a given candidate zone changes over time and it is assumed that this
change is known. We also examine cases where there is uncertainty in predicting the
impact of climate change, using a probabilistic approach and also a scenario-based
approach. We are also interested in a dynamic choice of the zones to be protected:
some zones, acquired at certain times to be protected, may be ceded in subsequent
periods. Finally, in this chapter we examine a two-criterion problem consisting in
selecting a reserve whose interest is assessed by the number of species it allows to
protect but also by the quantity of carbon – one of the main greenhouse gases – it
allows to capture and stock. Protected zones can, for example, limit the loss of
forests, which is considered an important cause of climate change since forests
contain the largest terrestrial carbon stock.

The appendix presents basic concepts concerning mathematical programming,
graph theory and Markov chains, in relation to the content of this book, as well as
references to further explore these topics. These concepts are illustrated by many
examples.
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Chapter 1

Basic Problem and Variants

1.1 Introduction
We are interested in a group of species, animal or plant, which, for various reasons,
are threatened. They may thus disappear in the more or less near future. For
example, the IUCN (International Union for Conservation of Nature) Red List
provides information on whether or not a given species is threatened. This list
classifies threatened species into three categories, according to their level of
extinction risk: “Vulnerable”, “Endangered”, and “Critically Endangered”. This
classification is made taking into account various factors such as the population size
of the species in question, the rate of decline of this population, the loss and/or
fragmentation of its habitat or its genetic erosion. It is also possible to look at a set of
focal species, threatened or not, as their protection automatically leads to the
protection of many other species. It should be noted that many species, although
common, are also in decline and this should be reversed. We are also interested in a
set of geographical zones, spread over a territory, that we can decide whether or not
to protect, from a given moment on, in order to ensure a certain protection for the
species in question and thus increase their chance of survival. The terms “sites”,
“parcels”, “patches”, “tasks”, “areas”, and “islets” are also used to designate these
parts of territory. In this book, we will essentially use the term “zone” which, because
of its generality, is appropriate in many contexts. The focus here is on species
protection, but all of the following could easily be adapted to other threatened
aspects of biodiversity such as valuable habitats.

In sections 1.2–1.5 of this chapter, it is considered that there is only one level of
protection for the zones. In other words, a zone is protected or not. Decisions on
protective actions to be taken at the beginning of the time horizon (e.g., 10 years,
50 years or 100 years) are made at the beginning of this horizon, at which time the
candidate zones are in a certain state. Protecting a zone has a cost. It differs from
one zone to another and may include monetary, ecological and social aspects.

We can look at the consequences of these decisions at the end of this horizon. For
example, it can be assumed that a given species in a protected zone survives at the
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end of the considered time horizon and that this is not the case if it does not occur in
a protected zone. The relevance of these hypotheses presupposes that a large
amount of information is available, such as the life history and dynamics of the
species studied and the size of their population. More simply, it is possible to assess
the impact of the protection of a set of zones by the number of species concerned by
this protection, without prejudging as precisely the future of these species. It is then
only supposed that the chances of survival are greater in protected zones than in
unprotected ones. Section 1.6 addresses a significantly different problem for the
reason that different protection actions can be considered for each zone. The level of
protection of the species present in a zone depends on these actions.

We denote by S = {s1, s2,…, sn} the set of species of interest and Z = {z1, z2,…,
zn} the set of zones that are candidates for protection. To simplify the presentation,
a set of protected zones, R�Z , is called a “reserve”. For any reserve R�Z , we are
interested in the number of species that are protected – at least in a certain way –

because of the protection of the zones of R. It is therefore the criterion of species
richness that is used here. Thus, this number, which may be difficult to estimate,
may represent the number of species that will survive at the end of the chosen time
horizon if it is decided to protect the zones of R or, less precisely, the number of
species concerned by this protection. We are interested in the overall effect of the
protection of the zones of R, i.e., the species richness of these zones considered as a
whole – complementarity principle. The cost associated with protecting zone zi is
denoted by ci. As mentioned above, it can cover several aspects: monetary costs – or
possibly gains – (e.g., leasing or acquisition of the zone, potential restoration of the
zone, removal of invasive species, zone management, compensation to third parties,
income from nature tourism), ecological costs or gains (e.g., habitat quality and ease
of movement of the considered species through the zone, involuntary protection of
invasive species) and also social costs or gains, which are often difficult to assess
(e.g., reduction in possible uses of the zone by the public, access road closures,
welfare gains for certain social groups, cultural gains). This cost can also, more
simply, represent the area of the zone. Generally, the protection cost of a set of zones,
R�Z , is equal to the sum of the protection costs of each of the zones in that set; it is
denoted by C(R). The term S refers to the set of indices of the species considered and
the term Z refers to the set of indices of the zones that can be selected for protection.
We have thus S ¼ f1; 2;. . .;mg and Z ¼ f1; 2;. . .; ng. It is considered here that any
subset of Z can be a priori protected except when a limited budget must be taken
into account, since in this case the total cost of protecting the selected zones must
not exceed the available budget. It is assumed that the population size of each
species in each zone is known. The population size of species sk in zone zi is denoted
by nik.

Two different situations are considered, in which a given species, sk, is protected
by a reserve, R. In the first, the protection of an adequate zone is sufficient to protect
sk. In the second, sk is protected by R if its total population size in R is greater than
or equal to a certain threshold value. The number of species protected by a reserve,
R, is thus calculated in two different ways. In the first, the result of which is denoted
by Nb1(R), it is assumed that all the zones whose protection ensures the protection
of the species (e.g., its survival) are known for all the species, i.e., for all k of S. This
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set is denoted by Zk and the corresponding set of indices is denoted by Zk. In other
words, for species sk to be protected, it is necessary and sufficient that at least one of
the zones of Zk be protected. For example, it is considered here that the protection of
a zone makes it possible to protect all the species present in that zone provided that
their population sizes in that zone are greater than or equal to a certain threshold
value. We note mik the threshold value associated with species sk in zone zi. In other
words, Zk ¼ fzi 2 Z : nik � mikg (see example 1.1 below). In the second way of
calculating the number of species protected by a reserve, R, the result of which is
denoted by Nb2(R), a reserve is considered to protect species sk, k = 1, 2,…, m, if
and only if the total population size of that species in the reserve is greater than or
equal to a certain threshold value, denoted by hk (see example 1.1 below). It should
be noted that data on the size of the different populations may be difficult to obtain.
The models considered in this chapter are basic models. They can be considered as a
starting point to help a decision-maker in thinking about a relevant set of zones to be
protected. The fact that solutions are determined, as we will see, by solving a
relatively simple mathematical program, facilitates the task. These models can then
be extended to take into account different additional aspects. Here again, the
mathematical programming approach makes it easy to take these additional aspects
into account. We will see many examples of this approach in the rest of this book.

Example 1.1. Consider the instance described in figure 1.1. Suppose that zones z1,
z2, and z3 are protected – R = {z1, z2, z3} – and that mik is equal to 4 for any couple
(i, k). We obtain Nb1(R) = 4. Indeed, if the protection of a zone makes it possible to
protect the species that are present in that zone provided that their population size
is greater than or equal to 4 units, species s1, s3, s6, and s11 are protected by reserve
R = {z1, z2, z3}. If we look at the measure Nb2(R), for the same reserve, we obtain,
assuming that to be protected a species must be present on the reserve with a
population whose total size is greater than or equal to 10 – θk = 10 for all k –,
Nb2(R) = 2. In this case, only species s3 and s6 are protected.

1.2 Protection by a Reserve of All the Considered
Species

1.2.1 The Protection of Each Zone Ensures the Protection
of a Given Set of Species; the Number of Species
Protected by a Reserve, R, is then Denoted by Nb1(R)

The first question that can be addressed is: what is the set of zones to be protected,
at minimal cost, to protect all the species? This problem, which can be stated
concisely as the minimization problem minR�Z ;Nb1ðRÞ¼m C ðRÞ, can be formulated as a
linear program in Boolean variables by associating to each zone zi, i = 1,…, n, a
Boolean variable xi, i.e., a variable that can only take the values 0 or 1 (see appendix
at the end of this book). By convention, this decision variable takes the value 1 if and
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only if zone zi is selected for protection. Program P1.1 corresponds to the determi-
nation of a reserve of minimal cost allowing all the species to be protected. Program
P1.1 can admit several optimal solutions, i.e., there may be several reserves allowing
all the species to be protected at the lowest cost. In this case, the examination of all
the optimal solutions and their evaluation using additional criteria may be necessary
to determine the reserve that will finally be selected.

P1:1 :

min
P
i2Z

cixi

s.t:

P
i2Zk

xi � 1 k 2 S ð1:1:1Þ

xi 2 f0; 1g i 2 Z ð1:1:2Þ

������

8>>>><
>>>>:

z1  z2  z3  z4 

s2(1) s3(7) s1(8) s3(2) s6(8) s11(8)  s3(8) s6(2) s6(2) s12(9) 

z5   z7 z8   

s6(5) s9(4) z6 s11(8) s13(2) s13(9) z9 

z10 s6(4) s9(8) s11(8) s14(6)   s4(3) s13(6) s14(8) 

s6(2) s7(4) s8(8) s10(7)  z11 z12 z13 

z14  z15 s7(2) s12(7) s11(8) s2(8) s11(3) 

s2(9) s5(7) s10(8) s10(8) s11(9) z16  z17 

z18  z19 z20 s4(7) s7(8) s11(2) s2(3) s9(5) 

s2(9) s11(4) s5(3) s8(7) s7(8) s8(2) s15(8)    

FIG. 1.1 – Twenty zones, z1, z2,…, z20, are candidates for protection and fifteen species, s1, s2,
…, s15, living in these zones, are concerned. For each zone, the species present and their
population size – in brackets – are indicated. The cost of protecting the white zones is equal to
1 unit, the cost of protecting the light grey zones is equal to 2 units and the cost of protecting
the dark grey zones is equal to 4 units. For example, species s6, s9, s11, and s14 are present in
zone z6, their population size is equal to 4, 8, 8, and 6 units, respectively, and the cost of
protecting this zone is equal to 1 unit.
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The objective function of P1.1 expresses the total cost associated with protecting
the selected zones. Indeed, the cost associated with zone zi is equal to cixi. If we
decide to protect zone zi, which corresponds to xi = 1, then this cost is equal to ci; if
we decide not to protect zone zi, which corresponds to xi = 0, then this cost is equal
to 0. Constraints 1.1.1 express that, for any species sk, at least one zone of Zk must be
selected for protection. Indeed, at least one zone of Zk is selected to be protected if
and only if at least one of variables xi – corresponding to zone zi of Zk – takes the
value 1. Remember that the set Zk is defined as follows: Zk ¼ fzi 2 Z : nik � mikg.
Constraints 1.1.2 specify the Boolean nature of the variables xi. The problem
associated with P1.1 is known, in operational research, as the set-covering problem
(see appendix at the end of the book).

Example 1.2. Take again the instance described in figure 1.1, with νik = 4 for each
couple (i, k). The cheapest strategy for protecting all the species is provided by the
resolution of program P1.1 – more precisely by the version corresponding to this
example – and consists in protecting the 9 zones z1, z2, z4, z6, z8, z10, z14, z16, and z20;
it costs 19 units. Are there other reserves that cost 19 and protect all the species?
This question can be answered simply by looking for a solution that satisfies con-
straints 1.1.1 and 1.1.2 as well as the 2 additional constraints

P
i2Z cixi ¼ 19 and

x1 þ x2 þ x4 þ x6 þ x8 þ x10 þ x14 þ x16 þ x20 � 8. This new set of constraints allows for
a feasible reserve – of cost 19 – consisting of zones z1, z2, z4, z6, z8, z14, z16, z19, and z20.

A variant of this first problem is to consider that, in order to be protected,
species sk must be present – with a sufficient population size – not in at least one
protected zone, but in at least βk protected zones. Indeed, an effective way to guard
against random events that could affect a zone (e.g., storm, fire, pollution) and thus
eliminate the species present in that zone is to protect several zones for each species.
This increases the chances of survival of this species (replication principle).
Figure 1.1 shows that, if βk = 2 for any k, then the protected zones in the first
solution of example 1.2 only protect species s6, s7, s10, and s11. It may be noted that,
in this example, it is not possible to protect a set of zones in such a way that each
species is present – with a sufficient population size – in at least 2 zones of the set.
This problem can be formulated as a linear program in 0–1 variables by replacing in
P1.1 constraints 1.1.1,

P
i2Zk

xi � 1; k 2 S , by the constraints
P

i 2Zk
xi � bk ; k 2 S .

Indeed, these latter constraints require that, among the variables xi – corresponding
to zone zi of Zk – at least βk of these variables take the value 1.

Other economic functions representing the cost of a reserve may be taken into
account. For example, the candidate zones for protection can be considered as a set
of q clusters, Cl = {Cl1, Cl2,…, Clq}. More precisely, the q clusters form a partition
of the set of zones, Z. Thus, each zone belongs to one and only one cluster and every
cluster includes at least one zone. Let us denote by Cl the set of cluster indices. In
this case, the cost of protecting a zone consists of two costs: a cost associated
specifically with the zone (e.g., acquisition, restoration) and a cost associated with
the cluster. The cost associated with cluster Clj, which we denote by dj, is to be
supported as soon as one of its zones is selected for protection. On the other hand, if
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several zones of the same cluster are selected for protection, the cost associated with
the cluster is to be supported only once. This cost corresponds, for example, to the
delivery of human and material resources to the cluster. The problem of protecting
all the species at the lowest cost can then be formulated as the linear program in
Boolean variables P1.2. To do this, we associate, as before, a Boolean variable xi to
each zone zi. In addition, with each cluster Clj is associated a Boolean variable, uj,
which, by convention, is equal to 1 if and only if at least one zone of cluster Clj is
selected to be protected.

P1:2 :

min
P
i2Z

cixi þ
P
j2Cl

djuj

s.t:

P
i2Zk

xi � 1 k 2 S ð1:2:1Þ j xi 2 f0; 1g i 2 Z ð1:2:3Þ

uj � xi ðj; iÞ 2 Cl� Z : zi 2 Clj ð1:2:2Þ j uj 2 R j 2 Cl ð1:2:4Þ

������

8>>>>><
>>>>>:

The first part of the economic function represents the cost associated with
protecting the zones selected for protection (see P1.1) and the second part represents
the cost associated with the clusters concerned by this protection, i.e., clusters in
which at least one of the zones is selected for protection. Constraints 1.2.1 express
that all the species must be protected (see P1.1). Because of constraints 1.2.2 and the
fact that we are seeking to minimize the costs, the real variable uj takes the value 0
at the optimum of P1.2 if none of the zones of Clj is selected for protection and the
value 1 in the opposite case. Constraints 1.2.3 specify the Boolean nature of the
variables xi. Note that it is not necessary to further constrain the real variables uj,
j 2 Cl. Indeed, because of the fact that we are seeking to minimize the quantityP

j2Cl djuj and taking into account constraints 1.2.2, the variable uj takes, at the

optimum of P1.2, either the value 0 or the value 1.

1.2.2 A Species is Protected by a Reserve, R, if its Total
Population Size in R Exceeds a Certain Value;
the Number of Species Protected by R is then Denoted
by Nb2(R)

In this case, the basic problem, which consists in selecting a set of zones, of minimal
cost, whose protection ensures the protection of all the species, corresponds to the
minimization problem minR�Z ;Nb2ðRÞ¼m C ðRÞ and can be formulated as the linear
program in Boolean variables P1.3.

P1:3 :

min
P
i2Z

cixi

s.t:

P
i2Z

nikxi � hk k 2 S ð1:3:1Þ

xi 2 f0; 1g i 2 Z ð1:3:2Þ

������

8>>>><
>>>>:
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As in the previous models, the reserve retained is formed by zone zi such that
xi = 1. The economic function expresses the cost of the reserve (see P1.1).
Constraints 1.3.1 express that the total population size of species sk in the reserve,P

i2Z nikxi, must be greater than or equal to the minimal value required for the

survival of this species, θk, and this for any k of S.

Example 1.3. Let us take the instance described in figure 1.1 and set θk to 7 for any
k of S. The least costly strategy for protecting all the species, when the number of
species protected by a reserve R is assessed by Nb2(R), is provided by the solution of
P1.3. This strategy consists of protecting the 10 zones z1, z2, z4, z6, z8, z9, z10, z14, z16,
and z20, and costs 23 units.

1.3 Protection by a Reserve of a Maximal Number
of Species of a Given Set Under a Budgetary
Constraint

A second basic problem is to determine the zones to be protected, taking into account
an available budget, in order to protect, at least in a certain way, the greatest possible
number of species. This problem, which consists in maximizing the species richness of
the selected reserve, can be expressed in the form of the maximization problem
maxR�Z ;C ðRÞ�B Nb1ðRÞ or maxR�Z ;C ðRÞ�B Nb2ðRÞ, depending on the method of cal-
culating the number of species protected by reserve R. B is the available budget.

1.3.1 The Number of Species Protected by a Reserve,
R, is Assessed by Nb1(R)

The problem can be formulated as a linear program with Boolean variables. As in
the previous programs, a Boolean decision variable, xi, is associated with each zone
zi. With each species sk is also associated a “working” Boolean variable, yk, which, by
convention, takes the value 1 if and only if at least one of the zones selected to be
protected protects species sk. Thus, when the number of species protected by a
reserve, R, is evaluated by Nb1(R), the problem considered can be formulated as the
mathematical program P1.4.

P1:4 :

max
P
k2S

yk

s.t:

yk �
P
i2Zk

xi k 2 S ð1:4:1Þ j xi 2 f0; 1g i 2 Z ð1:4:3Þ
P
i2Z

cixi �B ð1:4:2Þ j yk 2 f0; 1g k 2 S ð1:4:4Þ

�������

8>>>><
>>>>:

The objective of P1.4 is to maximize the expression
P

k2S yk , i.e., the number of

protected species. Indeed, according to constraints 1.4.1 and considering that we are
seeking to maximize the quantity

P
k2S yk, variable yk, which is a Boolean variable,

necessarily takes the value 0 if
P

i 2Zk
xi ¼ 0, i.e., if no zone of Zk is selected, and the

value 1, at the optimum of P1.4, if
P

i2Zk
xi � 1, i.e., if at least one zone of Zk is
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selected. Variable yk therefore takes, as it should, at the optimum of P1.4, the value 1
if and only if the zones selected for protection allow to protect species sk. Note that
constraints 1.4.4 could be replaced by constraints yk � 1; k 2 S . The quantityP

i2Z cixi expresses the cost associated with the reserve and constraint 1.4.2,

therefore, expresses the budgetary constraint. Note that if one wishes to obtain,
among the optimal solutions of P1.4, a lowest cost solution, one way is to solve
program P1.4 with the modified economic function,

P
k2S yk � e

P
i2Z cixi, where e is

a sufficiently small constant. This technique can be applied in many cases when two
criteria are considered, one in the economic function – here, the number of species –
and the other in a constraint – here the cost.

Example 1.4. Let us take the instance described in figure 1.1 with mik ¼ 4 for each
couple (i, k) and assume that we have a budget of 8 units. The optimal use of this
budget is provided by the resolution of P1.4. It consists of protecting the zones z1, z2,
z6, z8, z10, and z18, which protects 11 species, all the species except s4, s5, s12, and s15.
The totality of the available budget is used.

Here again, it can be considered that the chances of survival of each species sk are
only really increased if βk zones that contribute to this increase are protected. This
problem can be modelled by a linear program in Boolean variables by replacing in
P1.4 constraints 1.4.1, yk �

P
i 2Zk

xi; k 2 S , by constraints bkyk �
P

i 2Zk
xi; k 2 S .

Thus, if the number of selected zones in the set Zk,
P

i 2Zk
xi, is less than βk, the

Boolean variable yk can only take the value 0. Otherwise, and because of the fact
that we are seeking to maximize

P
k 2S yk , variable yk takes the value 1 at the

optimum. Note that, in this case, constraints 1.4.4 cannot be replaced by constraints
yk � 1; k 2 S . It can also be considered, as in section 1.2.1, that the zones are
divided into q clusters. The problem of protecting a maximal number of species
under a budgetary constraint can then be formulated as program P1.5.

P1:5 :

max
P
k2S

yk

s.t:

yk �
P
i2Zk

xi k 2 S ð1:5:1Þ

uj � xi ðj; iÞ 2 Cl� Z : zi 2 Clj ð1:5:2Þ
P
i2Z

cixi þ
P
j2Cl

djuj �B ð1:5:3Þ

xi 2 f0; 1g i 2 Z ð1:5:4Þ

yk � 1 k 2 S ð1:5:5Þ

uj 2 R j 2 Cl ð1:5:6Þ

����������������������

8>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>:

Due to constraints 1.5.2, the real variable uj must take a value greater than or
equal to 0 if none of the zones of Clj is selected for protection and a value greater
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than or equal to 1 in the opposite case. Considering all constraints of P1.5, this
implies that variable uj can take the value 0 if none of the zones of Clj are selected for
protection and the value 1 in the opposite case. Constraint 1.5.3 expresses that the
cost associated with the reserve (see P1.2) must not exceed the available budget, B. If
one wishes to obtain, among the optimal solutions of P1.5, a minimal cost solution,
one way to do so is to solve program P1.5 with the modified economic function,P

k2S yk � eðPi2Z cixi þ
P

j2Cl djujÞ, where e is a sufficiently small constant.

Example 1.5. Let us consider the 20 zones in figure 1.1, with mik ¼ 4 for each pair
(i, k), and assume that these 20 zones are divided into 5 clusters, Cl1, Cl2, Cl3, Cl4,
and Cl5, as follows: Cl1 = {z1, z2, z5, z6, z7, z10}, Cl2 = {z3, z4, z8, z9}, Cl3 = {z11,
z16, z20}, Cl4 = {z14, z15, z18, z19}, and Cl5 = {z12, z13, z17}. Suppose, moreover,
that the cost associated with each cluster is equal to 2 units. The optimal strategy to
protect a maximal number of species with an available budget of 11 units is provided
by the resolution of P1.5. This strategy consists of protecting the 5 zones z1, z2, z6,
z10, and z18. These zones, distributed over the 2 clusters Cl1 and Cl4, make it possible
to protect the 10 species s1, s2, s3, s6, s7, s8, s9, s10, s11, and s14. We present below, for
illustration purposes, a way to solve this example using the AMPL modelling lan-
guage and the CPLEX solver. Three files, named respectively “Example-1.5.mod”,
“Example-1.5.dat” and “Example-1.5.run”, are used. The first corresponds to the
translation of program P1.5 into the AMPL language, the second describes the data
in this example that are not already defined in “Example-1.5.mod”, i.e., ci, nik, and
aij, and the third is to start the resolution by CPLEX and display the solution
obtained. The Boolean parameter aij describes the composition of each cluster:
aij = 1 if and only if zone zi belongs to cluster Clj.

1.3.2 The Number of Species Protected by a Reserve, R,
is Assessed by Nb2(R)

In this case, the basic problem of selecting a set of zones with a cost less than or
equal to B and whose protection ensures the protection of a maximal number of
species can be formulated as the linear program in Boolean variables P1.6.

P1:6 :

max
P
k2S

yk

s.t:

hkyk �
P
i 2Z

nikxi k 2 S ð1:6:1Þ j xi 2 f0; 1g i 2 Z ð1:6:3Þ
P
i2Z

cixi �B ð1:6:2Þ j yk 2 f0; 1g k 2 S ð1:6:4Þ

�������

8>>>><
>>>>:

Let us examine constraints 1.6.1. There are two possibilities. EitherP
i2Z nikxi\hk and then the Boolean variable yk can only take the value 0, orP
i2Z nikxi � hk and then variable yk takes the value 1 at the optimum of P1.6 since

we seek to maximize the expression
P

k 2S yk . These constraints, therefore, reflect

the fact that species sk is protected if and only if the total population size of this
species in the reserve is greater than or equal to θk. If one wishes to obtain, among
the optimal solutions of P1.6, a least-cost solution, one way to do this is to solve
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program P1.6 with the modified economic function,
P

k2S yk � e
P

i2Z cixi, where e is
a sufficiently small constant.

Example 1.6. Let us take again the instance described in figure 1.1, set θk to 7 for
every k of S and assume that we have a budget of 8 units. An optimal use of this
budget, when the number of species protected by a reserve, R, is evaluated by
Nb2(R), is provided by the resolution of P1.6. It consists in protecting the 6 zones z2,
z6, z8, z10, z16, and z18, which allows the protection of 10 species, all the species except
s3, s5, s12, s14, and s15.

1.3.3 Remarks on the Problems Addressed
in Sections 1.3.1 and 1.3.2

In all the problems addressed in sections 1.3.1 and 1.3.2, it is possible to give a
different importance to the protection of each species by replacing in the
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corresponding mathematical programs the economic function
P

k2S yk with the

economic function
P

k2S wkyk where wk represents the weight assigned to the species

sk. These weights reflect the relative importance of the different species considered. It
should also be noted that, for all these problems, a decision-maker may be interested
in knowing their optimal solution for different values of the available budget, B. In
this way, he/she can easily assess the marginal effect of an additional investment.
This can be done by solving the corresponding mathematical programs with different
values of B. It is also possible to look, almost equivalently, at the minimal budget
needed to achieve a certain level of species protection. Let us consider, for example,
the case where the number of species protected by a reserve, R, is assessed by Nb1(R).
To know, in this case, the budget necessary to protect, at least, Ns species for all
possible values of Ns, it is sufficient to solve program P1.7 by varying Ns from 1 to m.

P1:7 :

min
P
i2Z

cixi

s.t:

yk �
P
i2Zk

xi k 2 S ð1:7:1Þ j xi 2 f0; 1g i 2 Z ð1:7:3Þ
P
k2S

yk �Ns ð1:7:2Þ j yk 2 f0; 1g k 2 S ð1:7:4Þ

�������

8>>>><
>>>>:

Constraint 1.7.2 states that the number of species protected by the reserve must
be greater than or equal to Ns. It should be noted that the number of species
actually protected may be greater than

P
k2S yk . It is in fact equal to the cardinal of

the set fk :
P

i2Zk
xi � 1g. If we wish to solve the problem under consideration while

maximizing the number of protected species, we can deduct from the economic
function of P1.7 the quantity e

P
k2S yk where ε is a sufficiently small constant.

Example 1.7. Let us again take the instance described in figure 1.1 assuming that
the number of species protected by a reserve, R, is assessed by Nb1(R) and that
νik = 4 for each pair (i,k). Table 1.1 gives the optimal solution of P1.7 – after sub-
tracting e

P
k2S yk to the economic function – for all possible values of Ns. Figure 1.2

shows the curve illustrating the minimal cost of a reserve as a function of the number
of species to be protected.

1.4 Gradual Establishment of a Reserve Over Time
to Protect a Maximal Number of Species of a Given
Set, with a Time-dependent Budget Constraint

As previously Z = {z1, z2,…, zn} designates the set of candidate zones but now the
protection of the zones of Z is done gradually over a time horizon, T, composed of
r periods (r years for example), T1, T2,…, Tr, in order to spread the costs. However,
all the protection decisions are taken at the beginning of the horizon considered. In
addition, any zone protected from a certain period remains protected for all the
subsequent periods in the time horizon considered. Let T = {1, 2,…, r}. The set of
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TAB. 1.1 – Resolution of program P1.7 for the instance described in figure 1.1. Presentation of the best strategy to adopt and its cost, taking
into account the number of species to be protected.

Minimal number of species
to be protected (Ns)

Set of zones to be protected,
of minimal cost

Cost Number of species that
are actually protected

Protected species

1 z6 1 4 s6 s9 s11 s14
2 z6 1 4 s6 s9 s11 s14
3 z6 1 4 s6 s9 s11 s14
4 z6 1 4 s6 s9 s11 s14
5 z2 z6 2 5 s1 s6 s9 s11 s14
6 z6 z10 3 7 s6 s7 s8 s9 s10 s11 s14
7 z6 z10 3 7 s6 s7 s8 s9 s10 s11 s14
8 z6 z10 z18 4 8 s2 s6 s7 s8 s9 s10 s11 s14
9 z6 z8 z10 z18 5 9 s2 s6 s7 s8 s9 s10 s11 s13 s14
10 z2 z6 z8 z10 z18 6 10 s1 s2 s6 s7 s8 s9 s10 s11 s13 s14
11 z2 z6 z8 z10 z16 z18 8 11 s1 s2 s4 s6 s7 s8 s9 s10 s11 s13 s14
12 z1 z2 z6 z8 z10 z16 z18 10 12 s1 s2 s3 s4 s6 s7 s8 s9 s10 s11 s13 s14
13 z1 z2 z4 z6 z8 z10 z16 z18 12 13 s1 s2 s3 s4 s6 s7 s8 s9 s10 s11 s12 s13 s14
14 z1 z2 z4 z6 z8 z10 z14 z16 15 14 s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14
15 z1 z2 z4 z6 z8 z10 z14 z16 z20 19 15 s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14 s15
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species likely to be protected by a zone depends on the time at which that zone is
protected. Indeed, the possible evolution of the environment between two periods
may change the role of the different zones in protecting species. For example, a zone
protected since the period Tt allows the protection of a certain set of species, but if
this zone is protected only from the period Tt+τ it no longer allows the protection of
all the species of this set. Typically, for each pair (zi, Tt) we know the set of species
that are protected until the end of the time horizon if we protect zi from the
beginning of the period Tt. We denote by Zkt the set of zones which, if they are
protected from the beginning of the period Tt, protect species sk. We denote by Zkt

the set of corresponding indices. The objective is to determine the zones to be
protected from the beginning of each period and under a period-specific budgetary
constraint so that a maximal number of species are protected at the end of the
r periods. The cost of protecting the zones can vary over time. Thus the cost related
to the decision to protect zone zi at the beginning of the period Tt is denoted by cit,
i 2 Z ; t 2 T , and this cost must be borne at the beginning of the period Tt. We know
the available budget, Bt, at the beginning of the period Tt. In the simple model we
consider, it is assumed that all the data are known at the beginning of the horizon
T and do not change during this horizon. The problem can be formulated as a
mathematical program. To do this, with each zone zi and each period Tt is associated
a Boolean variable, xit, which, by convention, is equal to 1 if and only if we decide to
protect zone zi from the beginning of period Tt. As in the previous models, with each
species sk is associated a Boolean variable, yk, which is equal to 1 if and only if species
sk is protected. This results in program P1.8.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 150

2

4

6

8

10

12

14

16

18

20

 C
os

t

 Number of species to be protected

FIG. 1.2 – Curve associated with table 1.1: cost of the cheapest strategy according to the
number of species to be protected.
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P1:8 :

max
P
k2S

yk

s.t:

yk �
P
t2T

P
i2Zkt

xit k 2 S ð1:8:1Þ j xit 2 f0; 1g i 2 Z ; t 2 T ð1:8:4Þ
P
t2T

xit � 1 i 2 Z ð1:8:2Þ j yk 2 f0; 1g k 2 S ð1:8:5Þ
P
i2Z

citxit �Bt t 2 T ð1:8:3Þ j

�����������

8>>>>>>>>>><
>>>>>>>>>>:

The economic function of P1.8 expresses the number of protected species. Because
of constraints 1.8.1 and the fact that we are seeking to maximize the expressionP

k2S yk , variable yk takes the value 1, at the optimum of P1.8, if and only if at least

one of variables xit, t 2 T ; i 2 Zkt , is equal to 1, in other words, if and only if there is
at least one period Tt, at the beginning of which at least one zone of Zkt is protected.
Constraints 1.8.2 express that any zone can only be protected from a single period of
the horizon. Constraints 1.8.3 correspond to period-specific budgetary constraints.
They express that the budget allocated to the protection of the zones at the
beginning of each period Tt should not exceed the available budget, Bt. In this model,
the resources not used in the period Tt are lost. If this does not correspond to reality,
constraints 1.8.3 can be replaced by the set of constraints C1.1. In this case, the
resources available but not used in the period Tt can be used from period Tt+1.

C1:1 :

P
i2Z

ci1xi1 þ d1 ¼ B1

P
i2Z

citxit þ dt ¼ Bt þ dt�1 t 2 T ; t� 2

dt � 0 t 2 T

8>>>><
>>>>:

Variable δt, t 2 T , corresponds to the quantity of unused resources at the
beginning of period Tt. The first constraint expresses, on the one hand, that the
expenses at the beginning of period T1 must not exceed the available budget, B1,
and, on the other hand, that variable δ1 is equal to the amount of unused resources,
i.e., the quantity B 1 �

P
i2Z ci1xi1. The following set of constraints expresses, on the

one hand, that the expenses at the beginning of period Tt, t 2 T ; t� 2, must not
exceed the budget available at the beginning of this period, i.e., Bt + δt-1 and, on the
other hand, that variable δt is equal to the amount of resources not used at the
beginning of period Tt, i.e., the quantity Bt þ dt�1 �

P
i2Z citxit. In other words,

variable δt corresponds to the resources not yet used up to period Tt, including
period Tt, i.e., the quantity B1 + B2 + ⋯ + Bt minus the quantity

P
i2Z ci1xi1 þP

i2Z ci2xi2 þ � � � þ P
i2Z citxit .

1.5 Reserve Necessarily Including Certain Zones
All the problems discussed in this chapter consist in selecting an “optimal” set of
zones to be protected. It may be that, for different reasons, some of the candidate
zones must be selected.
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1.5.1 Selection of a Reserve Taking into Account Already
Protected Zones

It may be that in the problems studied in sections 1.2 and 1.3, some of the zones that
could form the reserve are already protected zones. They have acquired this status in
the past and still have it when the time comes to establish a new optimal reserve. To
take this constraint into account, it is sufficient to solve the mathematical program
corresponding to the problem under study by setting variables xi to 1 for zone zi
whose protection is mandatory. One way of doing this is to add to this program
constraint xi = 1 for all the indices i concerned. Remember that in all the mathe-
matical programs considered in these two sections, the Boolean variable xi takes the
value 1 if and only if zone zi is selected to form the reserve.

Example 1.8. Let us look again at the instance described in figure 1.1 and consider
the problem of determining a reserve, R, which respects a budgetary constraint and
maximizes Nb1(R). Suppose, as in example 1.4, that νik = 4 for any couple (i, k) and
that we have a budget of 8 units. If the protection of zone z5 is mandatory, an optimal
use of this budget consists in protecting the 4 zones z2, z5, z6, and z10, which allows the
8 species s1, s6, s7, s8, s9, s10, s11, and s14 to be protected. If the protection of zone z11 is
mandatory, an optimal use of this budget consists in protecting the 4 zones z2, z6, z10,
and z11, which allows the 9 species s1, s6, s7, s8, s9, s10, s11, s12, and s14 to be protected.
Remember that if there are no zones whose protection is mandatory, an optimal use of
a budget of 8 units is to protect the 6 zones z1, z2, z6, z8, z10, and z18, which allows all
species to be protected except s4, s5, s12, and s15 (see example 1.4).

1.5.2 Gradual Establishment of a Reserve Over Time:
Review of Decisions Taken at the Beginning
of the Considered Horizon

Let us return to the constitution of a reserve discussed in section 1.4. A disadvan-
tage of the considered model is that the decisions are made, definitively, at the
beginning of the time horizon even if some zones are effectively protected only from a
certain period of this horizon. We discuss below the possibility of revising these
decisions over time, taking into account possible changes in projected costs, budgets
and capacities of zones to protect species. Suppose that in the solution to the
problem in section 1.4, the list of zones to be protected at each period is defined by
xit ¼ ~xit , i 2 Z ; t 2 T (~xit is a constant which is 0 or 1). Let us also assume that we
have arrived at the beginning of the period Tj and that the forecasts for the coming
periods are reviewed, including the available budget. Thus Zkt becomes
Ẑkt ; k 2 S ; t 2 T ; t� j, Bt becomes B̂t ; t 2 T ; t� j, and cit becomes ĉit ; i 2 Z � Rj ;

t 2 T ; t� j, where Rj is the reserve already constituted and Rj the set of corre-
sponding indices. The decisions that had been taken at the beginning of the horizon
considered for the periods Tj, Tj+1,…, Tr can be abandoned and new optimal
decisions can be sought, taking into account not only the new forecasts but also the
reserve already constituted and the species that it allows to be protected. We are,
therefore, in the case of establishing a reserve which must necessarily include certain
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zones. One could also consider abandoning some zones, but this is not considered
here (see chapter 12, section 12.3.3.2). One way to formulate the problem is to
slightly modify program P1.8: Constraints 1.8.3 are now to be taken into account
only for t� j and constraints 1.9.4 which stipulate that some zones have already
been selected must be added. It is also necessary to set Ẑkt ¼ Zkt ; k 2 S ; t 2
T ; t� j � 1 to take into account the species already protected by Rj. This gives
program P1.9.

P1:9 :

max
P
k2S

yk

s.t:

yk �
P
t2T

P
i2 Ẑ kt

xit k 2 S ð1:9:1Þ
P
t2T

xit � 1 i 2 Z ð1:9:2Þ
P
i2Z

ĉitxit � B̂t t 2 T ; t� j ð1:9:3Þ

xit ¼ ~xit i 2 Z ; t 2 T ; t� j � 1 ð1:9:4Þ

xit 2 f0; 1g i 2 Z ; t 2 T ð1:9:5Þ

yk 2 f0; 1g k 2 S ð1:9:6Þ

����������������������

8>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>:

1.6 Case Where Several Conservation Actions
are Conceivable in Each Zone

1.6.1 The Problem

This section considers a slightly different case from the ones studied in the previous
sections insofar as several different protection actions are possible for each zone.
Thus, for each candidate zone, a decision can be made to protect it or not to protect
it, but if it is decided to protect it, several protection actions can be considered. We
present below an example of reserve selection relevant to this issue and developed
drawing on the references (Cattarino et al., 2015; Salgado-Rojas et al., 2020). In this
example it is considered that a species present in a given zone is exposed to different
threats and that, if the protection of that zone is decided, different actions can be
taken to remove all or part of these threats. An optimal reserve is a reserve that
maximizes an “overall ecological benefit” for the species considered within an
available budget. This benefit takes into account both protected zones and actions
taken in these zones to eliminate certain threats.

Let S = {s1, s2,…, sm} be the set of species, animal or plant, in which we are
interested and Z = {z1, z2,…, zn} be the set of zones that we can decide whether or
not to protect. Si refers to the set of species present in zone zi. In addition, there are a
number of threats, M = {µ1, µ2,…, µg}, affecting these species. We denote by Mik

ð�MÞ the set of threats affecting species sk in zone zi and Mi the set of threats to be
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considered in zone zi. We have thusMi ¼ [ k : sk2SiMik . The protection of zone zi costs
ci and the elimination of threat µj in zone zi costs dij. As we have said, the protection
strategy has two levels. It is defined by the set of zones that it has decided to protect
and, for each of these zones, by the set of threats that it has decided to eliminate. For
a species sk living in zone zi of the reserve, we consider that the degree of protection
of sk in zi is equal to the ratio between the number of eliminated threats weighing on
sk in zi and the total number of threats weighing on sk in zi. The degree of protection
of a species sk present in a protected zone zi where it is not threatened is equal to 1
for that zone. The degree of protection of a species sk in an unprotected zone zi is
equal to 0. We denote by wik the square of the degree of protection of species sk in
zone zi. A we have seen, the value of this variable results from the strategy adopted
for zone zi: not protecting it or protecting it and eliminating a number of threats.
The problem is to determine the optimal strategy given the available budget. The
value of a strategy is measured by the sum of the squares of the degrees of protec-
tion, wik, for all pairs (zi, sk) where zi is a candidate zone and sk is a species present in
that zone. We denote, respectively, by S, Si, Z, M, Mi, and Mik the set of indices of
the sets S, Si, Z, M, Mi, and Mik.

1.6.2 Mathematical Programming Formulation

We use the Boolean variables xi, i 2 Z , which take the value 1 if and only if zone zi is
selected to be part of the reserve and the Boolean variables yij, i 2 Z ; j 2 Mi, which
take the value 1 if and only if we decide to eliminate the threat µj from zone zi. The
problem considered can be formulated as program P1.10.

P1:10 :

max
P
i2Z

P
k2Si

wik

s:t:

P
i2Z

cixi þ
P

i2Z ; j2Mi

dijyij �B ð1:10:1Þ

wik �ð P
j2Mik

yij= Mikj jÞ2 i 2 Z ; k 2 Si; Mikj j[ 0 ð1:10:2Þ

wik � xi i 2 Z ; k 2 Si ð1:10:3Þ

xi 2 f0; 1g i 2 Z ð1:10:4Þ

yij 2 f0; 1g i 2 Z ; j 2 Mi ð1:10:5Þ

wik 2 R i 2 Z ; k 2 Si ð1:10:6Þ

����������������������

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

Since variable wik represents the square of the degree of protection of species sk in
zone zi, the economic function represents the sum, for all pairs (zi, sk) where sk is a
species present in zone zi, of the square of the degree of protection of species sk in
zone zi. If zone zi is not selected – xi = 0 – then, due to constraints 1.10.3, wik = 0 for
all the species living in this zone. If zone zi is selected – xi = 1 – then two cases are
possible: (1) species sk is not threatened in this zone – Mikj j ¼ 0 – and wik = 1
because of constraints 1.10.3 and the economic function to be maximized, (2) species
sk is threatened in this zone – Mikj j[ 0 – and because of constraints 1.10.2 and the
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economic function to be maximized wik ¼
P

j2Mik
yij= Mikj j

� �2
. The economic func-

tion, therefore, expresses well the sum of the squares of the degrees of protection, wik,
for all pairs (zi, sk) where zi is a protected zone and sk, a species present in this zone.
Constraint 1.10.1 is the budget constraint and constraints 1.10.4 and 1.10.5 specify
the Boolean nature of variables xi and yij.

1.6.3 Example

Consider the instance described in figure 1.3 (20 zones and 15 species). The optimal
protection strategies are given in table 1.2 when the available budget is 25 units.

z1  z2 
s1 : 8 (2)   

 z3  z4 

s3 : 5 (4) 6 (1) s6 : 3 (3) 5 (8) 
s11 : 1 (10) 5 (8) 8 (2)   

s3 : 1 (10) 4 (1) 8 (6) s12 : - 

z5 
s6 : 1 (3) 5 (2) 

6 (4) 
s9 : 5 (2)  

  z7 z8   

z6 
s6 : 4 (10) 5 (6) 

s11 : 2 (4) 4 (8) 
8 (1) 

s13 : 5 (4)  z9 

z10 
s7 : 6 (9)  

s9 : 3 (9) 4 (10) 5 (6) 7 (6)     
s11 : 1 (8)  s14 : 6 (3) 8 (2)   

s13 : 3 (9) 7 (4) 
s14 : 2 (5) 3 (9) 5 (8) 
  7 (4) 9 (6) 

s8 : 5 (6) 
s10 : 5 (6)  z11 z12 z13 

z14 
s2 : - 

 z15 s12 : 1 (5) 6 (4) 
9 (1) 

s11 : 3 (9) 7 (8) 
10 (10)  s2 : 5 (1) 

s5 : 5 (5) 8 (1) 
s10 :  2 (9) 9 (3) 

s10 : 1 (8) 4 (2) 
6 (5) 

s11 : 6 (5)  
z16  z17 

z18  z19 z20 
s4 : 4 (5) 5 (10) 8 (1) 
s7 : 8 (1) 10 (3) 

s9 : - 

s2 : 2 (10) 7 (3) 
8 (2) 

s11 : 2 (10) 10 (4) 

s8 : 1 (1) 5 (1) 
6 (6) 7 (10) 

s7 : 2 (7) 9 (6) 
s15 : - 

   

FIG. 1.3 – Twenty zones, z1, z2,…, z20, are candidates for protection and fifteen species, s1, s2,
…, s15, living in these zones are concerned. For each zone, the species present and the threats
associated, with their removal costs in brackets are indicated. The cost of protecting the white
zones is equal to 1 unit, the cost of protecting the light grey zones is equal to 2 units and the
cost of protecting the dark grey zones is equal to 4 units. For example, species s7 and s15 are
present in zone z20, threats µ2 and µ9 affect species s7 in this zone and there are no threats to
species s15. The cost of protecting this zone is equal to 4 units and the cost of removing threats
µ2 and µ9 in this zone is equal to 7 and 6 units, respectively.
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Chapter 2

Fragmentation

2.1 Introduction
The spatial configuration of a nature reserve plays an important role in the survival
of the species that live there. In this chapter, we are interested in the fragmentation
of a reserve, i.e., the dispersion of the patches – or zones – that compose it, in
relation to each other (see figure 2.1). This phenomenon, which is often associated
with the decrease in the area of various patches, is considered to be one of the main
causes of biodiversity loss. The fragmentation of a reserve is indeed one of the main
factors preventing species from moving around the reserve as they should and could
in a non-fragmented one. This habitat fragmentation, therefore, significantly
increases the extinction risk of many species. It can be natural but more often results
from a fragmentation of the space due to artificial phenomena such as the presence
of urbanized zones, intensive agricultural zones or transport infrastructures. It
should be noted that species are affected differently by habitat fragmentation.
A reserve may appear to be very fragmented for some species, those that will have
great difficulty moving from one patch to another, and not very fragmented for
others, those that, despite some distance between patches, will still be able to travel
most of these patches due, for example, to their ability to fly or cross obstacles such
as roads or zones treated with pesticides. Fragmentation is also a handicap in terms
of species’ adaptation to climate change. It should be noted, however, that the ease
of movement of species within a reserve is not always without its drawbacks: it can
increase the risk of disease transmission between wildlife species in the reserve and
also the transmission of these diseases to domestic species. It can also facilitate the
proliferation of invasive species, a phenomenon currently considered to be one of the
major causes of biodiversity loss. There has been much debate about the desirable
size of protected zones: is it more interesting to have a single large protected zone or
several small ones with the same total size – SLOSS: Single Large Or Several Small.
This debate focuses mainly on ecological aspects, but it is worth noting that the
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management of a fragmented set of zones is generally more difficult and costly than
the management of a non-fragmented set.

Given a set of zones spread over a territory and such that any two zones have no
common parts, many indicators of fragmentation can be associated with this set. We
will examine, for example, the following indicators: the Mean Nearest Neighbour
Distance (MNND), the Mean Shape Index (MSI), and the Mean Proximity Index
(MPI).

The problem related to the notion of fragmentation, which naturally arises in the
presence of a set of zones – without common parts – that can be protected, consists
in selecting, among these zones and under certain constraints, a subset of zones to be
protected that is optimal with regard to these indicators or that respects some of
values of them.

2.2 The Indicators MNND (Mean Nearest Neighbour
Distance), MSI (Mean Shape Index) and MPI
(Mean Proximity Index)

First, let us look at the MNND indicator associated with a reserve, R, i.e., a subset
of zones of Z = {z1, z2,…, zn}. Let us denote by dij the distance between zones zi and
zj. Here, it is the straight line distance between the two zones. More precisely, dij is
defined as the shortest distance that can be found between a point in zone zi and a
point in zone zj. The distance between two zones could very well be defined differ-
ently, taking into account, for example, the difficulty for the species under consid-
eration to move from one zone to another. One could thus take into account the
obstacles to be overcome or the inhospitable nature of the areas to be crossed, i.e.,
the surrounding matrix and not only the distance to be covered. For each zone zi of

(a)  (b) 
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  

FIG. 2.1 – A hypothetical landscape represented by a grid of square and identical cells. Two
reserves – in black – with a total area of 30 units. (a) A highly fragmented reserve. (b) A less
fragmented reserve.
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R, we are interested in the distance between this zone and its nearest neighbour
belonging to R. The index corresponding to this nearest neighbour is equal to
minj2R;j 6¼i dij where R designates the set of indices of the zones of R. The MNND
indicator associated with a reserve, R, can therefore be formulated as follows:

MNNDðRÞ ¼ 1
Rj j

X
i2R

min
j2R;j 6¼i

dij :

The indicator MNND applied to reserve R concerns all the zones of R and is
equal to the average of the distances between each zone of R and the zone closest to
it. The dimension of MNND is a length. If the zones closest to each zone are further
away, then MNND increases and the “inter-zone” movements of the different species
concerned become more difficult. Low values of MNND(R) correspond to a larger
grouping of zones of R. We assume, for the definition of MNND(R), that there are at
least two zones in reserve R.

Let us now look at the indicator MSI. It reflects a relationship between the
perimeter of a zone and its area. More precisely, for each zone of the set R consid-
ered, we use the ratio between the perimeter of this zone and the square root of its
area, all this multiplied by the coefficient 0.25. The value of the indicator MSI
associated with a reserve, R, is then equal to the average of these values over all the
zones of R. By noting, respectively, li and ai the perimeter and the area of zone zi, the
indicator MSI associated with R is written

MSI(RÞ ¼ 1
Rj j

X
i2R

0:25 liffiffiffiffi
ai

p �

For example, the value of this indicator is 0.89 for a circular zone, 1 for a square
zone and 1.74 for a rectangular zone ten times longer than wide. MSI is dimen-
sionless and minimal when all the zones have regular contours – circles. MSI
increases with the irregularity of the contours of the zones.

Let us now look at the indicator MPI. Although the indicator MNND is useful for
assessing the isolation of zones, considering only the zone closest to a given zone may
not adequately represent the ecological neighbourhood of the zone under consider-
ation. To remedy this weakness, we can consider the mean proximity index, MPI.
This index takes into account both the proximity and the area of zones whose
distance to a given zone is less than or equal to a certain value, d. The contribution
of each zone to this index is calculated by summing, over all the zones within a given
radius, the area of the zone divided by the square of the distance from the zone under
consideration. The value of the index associated with a subset, R, of Z is then equal
to the average of the values obtained for each zone of R. We obtain

MPI ðR; dÞ ¼ 1
Rj j

X
i2R

X
j2IiðR;dÞ

aj
d2
ij
;

where IiðR; dÞ ¼ fj 2 R : j 6¼ i; dij � dg. The contribution of a zone of R that does
not have neighbouring zones – belonging to R – located at a distance less than or
equal to the threshold distance, d, is equal to 0. MPI(R, d) is dimensionless and
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increases with the size and proximity of the surrounding zones. This indicator
measures the relative isolation of zones within a landscape.

Figure 2.2 illustrates the calculation of the 3 indicators MNND, MSI, and MPI
on a small instance with 17 candidate zones.

2.3 Reserve Minimizing the Indicator MNND
With regard to the indicator MNND, the basic problem is to select, under certain
constraints, a subset of zones that minimizes this indicator. Consider, for example, the
problem of selecting, under a budgetary constraint, a subset of zones, R�Z , which
allows to protect, at aminimum, a certain number, Ns, of species and whichminimizes
MNND. The set of species considered is S = {s1, s2,…, sm}. Let us situate ourselves in
the case where the number of species protected by a reserve, R, is estimated by the
quantity Nb1(R) (see chapter 1, section 1.1). Recall that, in the calculation of Nb1(R),
it is assumed that the protection of a zone allows all the species present in that zone to
be protected, provided that their population size is greater than or equal to a certain
threshold value. We note Zk the set of zones whose protection results in the protection
of species sk andZk the corresponding set of indices.We assume thatwe know the setZk

for all k 2 S ¼ f1; 2;. . .;mg. Let us adopt the following notations: Z = {1,…, n},
Ii ¼ j 2 Z : j 6¼ if g for all i 2 Z and, for all vector x of 0; 1f gn,
I ðxÞ ¼ fi 2 Z : xi ¼ 1g, and IiðxÞ ¼ f j 2 Z : j 6¼ i; xj ¼ 1g for all i 2 Z : Note that if
x is the characteristic vector of reserve R ðxi ¼ 1 , zi 2 RÞ then I ðxÞ ¼ R and
IiðxÞ ¼ R� fig. The problem considered can be formulated as the fractional math-
ematical program in Boolean variables P2.1 (see appendix at the end of the book).

P2:1 :

min
P

i2I ðxÞ
min
j2IiðxÞ

dij=
P
i2Z

xi

s.t:

P
i2Z

cixi �B ð2:1:1Þ j xi 2 f0; 1g i 2 Z ð2:1:4Þ
P
k2S

yk �Ns ð2:1:2Þ j yk 2 f0; 1g k 2 S ð2:1:5Þ

yk �
P
i2Zk

xi k 2 S ð2:1:3Þ j

�����������

8>>>>>>>>>><
>>>>>>>>>>:

(a)                       (b) R1                                     (c) R2 

FIG. 2.2 – (a) The hypothetical landscape is represented by a grid of square and identical
cells; 17 zones (in black) are candidates for protection. Two examples of reserves with the
same area, R1 and R2, built from these zones: (b) MNND(R1) = 1, MSI(R1) = 1.18, MPI
(R1,2) = 11.5; (c) MNND(R2) = 2.73, MSI(R2) = 1.23, MPI(R2,2) = 0.9.
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This program consists in determining the values of variables xi and yk that
respect constraints 2.1.1–2.1.5 and that minimize an economic function expressed as
a fraction whose denominator is a linear function. We will see how to also express the
numerator of this fraction by a linear function in order to finally obtain an economic
function expressed as the ratio of two linear functions. Lemma 2.1 below shows how
to express, for any vector x of 0; 1f gn, the value of the expressionP

i2I ðxÞ minj2IiðxÞ dij
as the optimal value of an integer linear program including the decision variables xi,
i 2 f1;. . .; ng, and the additional Boolean “working” variables tij, ði; jÞ 2 Z2; i 6¼ j.
By definition, variable tij is equal to 1 if and only if, on the one hand, zones zi and zj
are selected and, on the other hand, zone zj is, among the selected zones, the one
closest to zi.

Lemma 2.1. For all vector x of 0; 1f gn,
X
i2I ðxÞ

min
j2IiðxÞ

dij ¼ min

( X
ði; jÞ 2 Z2

i 6¼ j

dij tij : t 2 0; 1f gn�n;

X
j2Ii

tij ¼ xi; tij � xj ðði; jÞ 2 Z 2; i 6¼ jÞ
)
:

Proof.
X
i2I ðxÞ

min
j2IiðxÞ

dij ¼
X
i2Z

xi min
j2IiðxÞ

dij

¼
X
i2Z

xi min
�X

j2Ii
dij tij : t 2 0; 1f gn�n;

X
j2Ii

tij ¼ 1; tij � xj ðj 2 IiÞ
�

¼
X
i2Z

min
�X

j2Ii
dij tij : t 2 0; 1f gn�n;

X
j2Ii

tij ¼ xi; tij � xj ðj 2 IiÞ
�

¼min
� X

ði;jÞ2Z 2;i 6¼j

dij tij : t 2 0; 1f gn�n;

X
j2Ii

tij ¼ xi ði 2 ZÞ; tij � xj ðði; jÞ 2 Z 2; i 6¼ jÞ
�
:

Lemma 2.1 allows program P2.1 to be rewritten as program P2.2.
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P2:2 :

min
P

ði;jÞ2Z 2; i 6¼j

dij tij=
P
i2Z

xi

s.t:

P
j : ði;jÞ2Z2; i 6¼j

tij ¼ xi i 2 Z ð2:2:1Þ

tij � xj ði; jÞ 2 Z2; i 6¼ j ð2:2:2Þ
P
i2Z

cixi �B ð2:2:3Þ
P
k2S

yk �Ns ð2:2:4Þ

yk �
P
i 2Zk

xi k 2 S ð2:2:5Þ

xi 2 f0; 1g i 2 Z ð2:2:6Þ

yk 2 f0; 1g k 2 S ð2:2:7Þ

tij 2 f0; 1g ði; jÞ 2 Z2; i 6¼ j ð2:2:8Þ

�������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

Program P2.2 consists of minimizing the ratio of two linear functions whose
variables are subject to linear constraints. This problem can be solved using the
algorithms of fractional programming, for example the Dinkelbach algorithm (see
appendix at the end of the book). In this case, the auxiliary problem associated with
the – combinatorial – fractional program P2.2 consists in minimizing the linear
function, parameterized by the scalar k,

P
ði;jÞ2Z2; i 6¼j dij tij � k

P
i2Z xi, under the

same constraints as those of program P2.2.This auxiliary problem is a linear program
in Boolean variables.

2.4 Examples of Reserves Minimizing the Indicator
MNND

Consider a set of 20 rectangular zones spread over a 15 km square territory
(figure 2.3). The total area of these 20 zones is 79 km2 and the value of the indicator
MNND for these 20 zones is 1.05 km.

We are interested in 10 species and, for each of the zones, we know all the species
that live there in sufficient numbers to ensure that the protection of the zone will
lead to the protection of this set of species. We also know the cost associated with
protecting each zone. This information is summarized in table 2.1. We are looking
for a subset of zones, R, which minimizes MNND(R), which protects, at a minimum,
a fixed number of species, Ns, and whose cost is less than or equal to the available
budget, B. The results obtained by solving program P2.2 are presented in table 2.2
for different values of B and Ns.
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 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

0 z1       z2       z4 
1           z3     
2      z6          
3  z5         z7     
4                
5 z8       z9  z10    z11  
6                
7   z12             
8           z14  z15   
9       z13         

10                
11 z16       z18       
12     z17     z19    
13                
14              z20 

FIG. 2.3 – A set of 20 rectangular zones, z1, z2,…, z20, distributed over a 15 km square
territory represented by a grid of 15� 15 identical square cells whose area is equal to 1 km2.
The total area of these 20 zones is 79 km2 and the value of the indicator MNND for these 20
zones is 1.05 km.

TAB. 2.1 – Cost associated with protecting each zone of figure 2.3 and list of the species living
in each of these zones in sufficient numbers.

Zone Cost Species living in the zone Zone Cost Species living in the zone

z1 2 s5 z11 3 s4
z2 2 s5 z12 3 s9 s10
z3 1 s6 z13 4 s4
z4 5 s7 z14 3 s4
z5 1 s1 s8 z15 4 s1 s4
z6 2 s2 z16 3 s10
z7 2 s9 z17 3 s1 s2
z8 4 s1 s3 z18 2 s4
z9 5 s1 z19 4 s5
z10 5 s1 s4 z20 1 s8
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TAB. 2.2 – Results corresponding to the minimization of the indicator MNND for the instance described in figure 2.3 and table 2.1, for different
values of the minimal number of species to be protected, Ns, and the available budget, B.

Number of species
to be protected (Ns)

B Protected species Budget used Zones selected Protected area
in % of the
initial area

MNND(R)
(km)

5 5 s1 s6 s8 s9 s10 5 z3 z5 z12 13.92 4.36
5 8 s1 s3 s8 s9 s10 8 z5 z8 z12 13.92 1.00
7 9 s1 s2 s5 s6 s8 s9 s10 9 z2 z3 z5 z6 z12 22.78 1.40
7 12 s1 s2 s3 s5 s6 s8 s9 12 z2 z3 z5 z6 z7 z8 24.05 1.00
8 10 – – – – –

8 12 s1 s2 s4 s5 s6 s8 s9 s10 12 z2 z3 z5 z6 z11 z12 27.85 1.67
10 20 all 20 z1 z3 z4 z5 z6 z8 z12 z18 37.97 1.33
10 21 all 21 z1 z3 z4 z5 z8 z12 z17 z18 41.77 1.00

– No solution.
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2.5 Reserve Minimizing the Indicator MNND
with a Constraint on the Indicator MSI

Several optimization problems can be considered with regard to the indicator MSI.
For example, we consider the following problem: determine, under a budgetary
constraint, a subset of zones that can protect at least a certain number of species,
Ns, whose MSI value is less than or equal to a given value, MSImax, and which
minimizes the value of the indicator MNND. As in sections 2.3 and 2.4, the number
of species protected by a reserve, R, is estimated by Nb1(R). This optimization
problem can be formulated as the fractional combinatorial program P2.2 to which is
added the linear constraint 0:25

P
i2Z ðli=

ffiffiffiffi
ai

p Þ xi �MSImax �
P

i2Z xi. The obtained

program can be solved, like P2.2, by the Dinkelbach algorithm. The auxiliary pro-
gram associated with the fractional program obtained consists in minimizing the
parameterized linear function

P
ði;jÞ2Z2; i 6¼j dijyij � k

P
i2Z xi under the set of con-

straints of P2.2 plus the constraint on the maximal MSI value.

2.6 Examples of Reserves Minimizing the Indicator
MNND with a Constraint on the Indicator MSI

Let us take the same instance as described in section 2.4 and look for a subset of
zones, R, of minimal fragmentation, i.e., minimizing MNND(R), which protects, at
a minimum, a fixed number of species, Ns, and whose associated MSI indicator value
is less than or equal to a given value, MSImax. The results obtained are presented in
table 2.3.

2.7 Reserve Maximizing the Indicator MPI
Many optimization problems can arise in connection with this indicator. Consider,
for example, the following problem: determine, under a budgetary constraint, a set,
R, of zones to be protected in order to protect at least Ns species, while maximizing
MPI(R, d). As in the previous sections, the number of species protected by reserve
R is estimated by Nb1(R). To formulate this problem, simply replace the objective of

P2.1 by the function
P

i2I ðxÞ
P

j2Iiðx;dÞ aj=d2
ij

� �� �.P
i2Z xi to be maximized where,

for any i of Z and any x of 0; 1f gn, Iiðx; dÞ ¼ fj 2 Z : j 6¼ i; xj ¼ 1; dij � dg. We will
see how to reformulate the program obtained as a fractional combinatorial program
consisting in maximizing the ratio of two linear functions under linear constraints.

Lemma 2.2. Program P2.3 is equivalent to the fractional linear program P2.4.

P2:3 :
max

P
i2I ðxÞ

P
j2Iiðx;dÞ

�
aj=d2

ij

	� �
P
i2Z xi

s.t: xi 2 0; 1f g i 2 Z ð2:3:1Þj

8><
>:
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TAB. 2.3 – Results associated with the instance described in figure 2.3 and table 2.1: Minimization of the indicator MNND for different values
of the minimal number of species to be protected, Ns, and the available budget, B, with a maximal value of the indicator MSI, MSImax.

Number of species
to be protected (Ns)

MSImax B Protected species Selected zones Budget
used

Protected
area in % of
the initial

area

MNND(R) (km) MSI(R)

5 1.02 8 s1 s2 s5 s9 s10 z2 z12 z17 8 20.25 3.80 1.01
1.02 12 s1 s4 s5 s9 s10 z12 z15 z19 12 20.25 2.61 1.01
1.50 5 s1 s6 s8 s9 s10 z3 z5 z12 5 13.92 4.36 1.08
1.50 8 s1 s2 s5 s6 s8 s9 z1 z3 z5 z6 z7 8 25.32 1.00 1.14

8 1.02 12 – – – – – –

1.02 17 s1 s2 s4 s5 s7 s8 s9 s10 z2 z4 z5 z11 z12 z17 17 29.11 3.52 1.02
1.50 12 s1 s2 s4 s5 s6 s8 s9 s10 z2 z3 z5 z6 z11 z12 12 27.85 1.67 1.07
1.50 15 s1 s2 s3 s5 s6 s8 s9 s10 z2 z3 z5 z6 z8 z12 15 26.58 1.00 1.09

– No solution.
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P2.4 :

max
P

i2Z vi
�P

i2Z xi

s.t:
vi �

P
j2IiðdÞ

aj
d2
ij
xj i 2 Z ð2:4:1Þ j vi � 0 i 2 Z ð2:4:3Þ

vi �Mixi i 2 Z ð2:4:2Þ j xi 2 f0; 1g i 2 Z ð2:4:4Þ

������

8>>>><
>>>>:

where Mi is a constant greater than or equal to the value of the expressionP
j2IiðdÞ ðaj=d2

ijÞxj in an optimal solution of P2.3. We can take, for example,

Mi ¼
P

j2IiðdÞ ðaj=d2
ijÞ. By examining successively the two possible values of xi, it can

easily be verified that constraints 2.4.1 and 2.4.2 imply vi ¼ xi
P

j2IiðdÞ
aj
d2
ij
xj, at the

optimum of P2.4. The objective of P2.4 is therefore equivalent to maximizing the

expression
P

i2Z xi
P

j2IiðdÞ
aj
d2ij
xj

� 
P
i2Z xi. This last expression, to be maximized,

is a rewriting of the economic function of P2.3, since it is easy to verify thatP
i2Z xi

P
j2IiðdÞ

aj
d2
ij
xj ¼

P
i2I ðxÞ

P
j2Iiðx;dÞ

aj
d2ij
. P2.4 is therefore equivalent to P2.3.

Finally, the problem considered – determining, taking into account an available
budget, B, a set of zones, R, to be protected in order to protect at least Ns species,
while maximizing MPI(R, d) – can be formulated as the fractional mathematical
program P2.5.

P2:5 :

max
P

i2Z vi
�P

i2Z xi

s.t:

vi �
P

j2IiðdÞ

aj
d2
ij
xj i 2 Z ð2:5:1Þ j yk �

P
i 2Zk

xi k 2 S ð2:5:5Þ

vi �Mixi i 2 Z ð2:5:2Þ j vi � 0 i 2 Z ð2:5:6Þ
P
i2Z

cixi �B ð2:5:3Þ j xi 2 f0; 1g i 2 Z ð2:5:7Þ
P
k2S

yk �Ns ð2:5:4Þ j yk 2 f0; 1g k 2 S ð2:5:8Þ

�����������������

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

The auxiliary problem associated with P2.5 is to maximize the parameterized
linear function

P
i2Z vi � k

P
i2Z xi under the same constraints as those of P2.5.

Example 2.1. Consider the instance described in figure 2.3 and table 2.1 and the
problem of maximizing the indicator MPI for different values of the threshold dis-
tance, d, minimal number of species to be protected, Ns, and available budget,
B. The results obtained, by solving program P2.5, are presented in table 2.4.
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TAB. 2.4 – Results concerning the maximization of the indicator MPI for the instance described in figure 2.3 and table 2.1, for different values
of Ns, d, and B.

Number of species
to be protected (Ns)

d (km) B Protected species Selected zones Used budget Protected area in %
of the initial area

MPI(R, d)
(km)

5 4 6 s1 s2 s5 s6 s8 z1 z3 z5 z6 6 20.25 5.66
4 10 s1 s2 s5 s6 s8 s9 z1 z2 z3 z5 z6 z7 10 30.38 8.23
6 6 s1 s2 s5 s6 s8 z1 z3 z5 z6 6 20.25 5.73
6 10 s1 s2 s5 s6 s8 z1 z2 z3 z5 z6 z7 10 30.38 8.34
6 12 s1 s3 s8 s9 s10 z1 z5 z6 z8 z12 12 27.85 8.53

8 4 10 – – – – –

4 12 s1 s2 s4 s5 s6 s8 s9 s10 z1 z3 z5 z6 z11 z12 12 32.91 4.42
6 10 – – – – –

6 12 s1 s2 s4 s5 s6 s8 s9 s10 z1 z3 z5 z6 z11 z12 12 32.91 4.57
6 15 s1 s2 s3 s5 s6 s8 s9 s10 z1 z2 z3 z5 z6 z8 z12 15 36.71 8.52

– No solution.
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Chapter 3

Connectivity

3.1 Introduction
In this chapter, we focus on the selection of an optimal set of zones to form a
connected reserve, i.e., a one-piece reserve. In this type of reserve, species can move
between all zones of the reserve without leaving it (figure 3.1). Many publications
present the advantages and disadvantages of such reserves. It should be noted that
this single notion of connectivity – also called connexity or contiguity – does not
allow the shape or contour of the selected reserve to be controlled. Connectivity
properties are also of interest, particularly in large reserves, to help some species in
their adaptation to climate change. As in the previous chapters, several variants of
the problem of selecting optimal reserves, linked to the meaning given to the
adjective “optimal”, can arise with this connectivity constraint. For example, one
can seek to protect all the species or a given number of species, at a minimum, at the
lowest cost, or to protect a maximal number of species taking into account an
available budget (see chapter 1). As before, we denote by Z = {z1, z2,…, zn} the set
of candidate zones, Z = {1, 2,…, n} the set of corresponding indices, S = {s1,
s2,…, sm} the set of species concerned, and S = {1, 2,…, m} the set of corre-
sponding indices. For the presentation of the different approaches that can be used
to address this issue of connectivity – which is difficult – we retain the problem of
determining a least-cost reserve, R, that allows all species to be protected. In
addition, a species is considered as protected by reserve R if at least one of the zones
of R allows this species to be protected, and for each species we know the list of zones
allowing to protect it. By noting Fc(Z) the family of subsets of zones of Z forming a
connected reserve and C(R) the cost of a reserve, R, this problem can be formulated
as the minimization problem minR2FcðZÞ;Nb1ðRÞ¼m C ðRÞ where Nb1(R) refers to the
number of species protected by reserve R (chapter 1, section 1.1). It should be
recalled that, for the calculation of Nb1(R), it is considered that the protection of a
zone, zi, allows all the species present in this zone to be protected provided that their
population size in this zone is greater than or equal to a certain threshold value.
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We denote by nik the population size of the species sk in zone zi and νik the threshold
value for species sk in this zone. For each species sk we therefore know the set Zk of
the zones whose protection allows this species to be protected:
Zk ¼ fzi 2 Z : nik � mikg. We denote by Zk the set of indices of the elements of Zk. It is
also necessary to define the notion of adjacency between two zones: for each pair of
zones, it must be decided whether they can be considered as adjacent or not. For
example, the length of their common border can be taken into account. The notion
of adjacency may vary from one species to another. Indeed, for a given species, this
notion simply reflects the possibility of being able to move from one zone to another
without having to face a potentially inhospitable environment.

Example 3.1. Figure 3.1 presents a connected reserve.

The search for an optimal connected reserve can be formulated in many ways
within the framework of mathematical programming. Some of these formulations are
presented below.

3.2 Protection by a Connected Reserve of All the Species
Considered, at the Lowest Cost: Graph Formulation

As mentioned above, we address the problem of selecting a set of zones that form a
connected reserve, at minimal cost and that protect all the species considered. With
the set of candidate zones is associated a graph, G ¼ ðZ ;U Þ, where the set of
vertices, Z ¼ f1;. . .; ng, corresponds to the set of indices of the zones of Z = {z1, z2,
…, zn}, and where the set of arcs, U, includes an arc going from vertex i to vertex j if

FIG. 3.1 – The set of candidate zones are represented by a grid of 20� 20 square and identical
zones. Two zones are considered adjacent if they share a common side. The 25 grey zones form
a connected reserve.
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and only if zones zi and zj are adjacent. The graph G thus defined is, therefore, a
symmetric graph (figure 3.2). The problem can then be formulated as follows: find a
subset Ẑ of Z of minimal cost and such that:

(i) Each species is protected by at least one zone associated with a vertex of Ẑ ;
(ii) The sub-graph induced by Ẑ is connected, i.e., for each pair of vertices ðs; tÞ of

Ẑ , there is a path of G, from s to t, which only uses vertices of Ẑ (see appendix
at the end of the book).

Note that, to simplify the presentation of the examples in this chapter, the set of
candidate zones is represented by a grid of nr� nc square and identical zones. Each
zone of this grid is identified by the couple (i, j) where i is its row index and j, its
column index. Apart from the examples, the candidate zones are represented by the
set Z = {z1, z2,…, zn}.

Example 3.2. Figure 3.2 shows the graph associated with a set of 16 candidate
zones.

3.3 Approach Based on the Search for a Set of Zones
Inducing an Arborescence

The property (ii) of the sub-graph searched for in section 3.2 can also be stated as
follows: the sub-graph of G induced by the vertices of Ẑ contains an arborescence A,
i.e., a graph that satisfies the following 3 properties (figure 3.3):

 

(1,1)  

 

 (1,2) 

 

(1,3)  
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(2,1)  

 

 (2,2) 
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 (3,2) 
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(4,3)  

 

(4,4) 

FIG. 3.2 – Graph G associated with a set of 16 candidate zones represented by a grid of 4� 4
square and identical zones. Two zones are considered adjacent if they share a common side.
Each vertex of the graph corresponds to a zone and vice versa. A vertex is identified by a pair
(i, j) where i is the row index and j is the column index. The double arrow between the two
vertices (i, j) and (k, l) represents the arc from (i, j) to (k, l) and the arc from (k, l) to (i, j).
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(i) Each vertex of A has at most one predecessor;
(ii) A includes Ẑ � 1 arcs;
(iii) A does not contain circuits.

Example 3.3. Figure 3.3 shows an example of a connected sub-graph – from the
graph G in figure 3.2 – and an associated arborescence.

3.3.1 Case Where No Zone is Mandatory

First of all, we are dealing with the case where none of the candidate zones must be
necessarily retained in the reserve. We use the Boolean variables xi which, by con-
vention, take the value 1 if and only if vertex i – associated with zone zi – is selected
and the Boolean variables yij which by convention take the value 1 if and only if the
arc ði; jÞ, i.e., the arc from vertex i to vertex j, is retained to form the arborescence.
We also use the non-negative variables ti which represent a value assigned to each
vertex of the graph. By requiring these values to respect some constraints, we are
sure to retain a set of arcs that does not form a circuit. This technique is based on a
classic formulation of the travelling salesman’s problem by a mixed-integer linear
program with a polynomial number of constraints. We thus obtain a formulation of
the problem by program P3.1.

(a)  (b)   
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FIG. 3.3 – (a) GẐ ¼ ðẐ ;UẐ Þ, the sub-graph of graph G of figure 3.2 induced by the set of

vertices Ẑ = ð1; 1Þ; ð1; 2Þ; ð1; 3Þ; ð2; 2Þ; ð2; 3Þ; ð3; 2Þ; ð3; 3Þ; ð3; 4Þ; ð4; 3Þf g. (b) A, a partial sub-
graph of GẐ which is an arborescence; the vertices (1, 2) is the root of this arborescence.
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P3:1 :

min
P
i2Z

cixi

s.t:

P
i2Zk

xi � 1 k 2 S ð3:1:1Þ

yij � xi ði; jÞ 2 U ð3:1:2Þ
P

j2Adj�i
yji � xi i 2 Z ð3:1:3Þ

P
ði;jÞ2U

yij ¼
P
i2Z

xi � 1 ð3:1:4Þ

tj � ti þ 1�M ð1� yijÞ ði; jÞ 2 U ð3:1:5Þ

ti � 0 i 2 Z ð3:1:6Þ

xi 2 0; 1f g i 2 Z ð3:1:7Þ

yij 2 0; 1f g ði; jÞ 2 U ð3:1:8Þ

�������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

Remember that U is the set of arcs of the graph associated with the candidate
zones. For all i 2 Z , Adj�i refers to the set of vertices predecessors of vertex i. In
other words, Adj�i ¼ fj 2 Z : ðj; iÞ 2 Ug. M is a sufficiently large constant (e.g., a
value greater than or equal to the number of zones in an optimal reserve). The
economic function expresses the cost of the zones selected to form the reserve.
Constraints 3.1.1 express the fact that each species must be protected by at least one
zone of the reserve. Given a subset of vertices, Ẑ , and x its characteristic vector, a
vector y of R Uj j defines an arborescence on the sub-graph induced by Ẑ if and only if
constraints 3.1.2–3.1.8 are satisfied. Constraints 3.1.2 impose that, if vertex i is not
selected, then none of the selected arcs should have this vertex as their initial end. If
vertex i is selected, the corresponding constraint is inactive. Constraints 3.1.3
express that, in the case where vertex i is not selected, no arc with i as its terminal
end can be retained. In the case where vertex i is selected, the corresponding con-
straint expresses that at most one arc with i as its terminal end can be retained.
Constraint 3.1.4 expresses that the total number of retained arcs is equal to the
number of retained vertices, less 1. Constraints 3.1.5, where M is a sufficiently large
constant, eliminate the possibility that the retained arcs form a circuit. These
constraints are similar to those used to eliminate the sub-tours in a classic formu-
lation of the travelling salesman’s problem by a mathematical program with a
polynomial number of constraints. A positive or zero value ti is assigned to each
vertex i of the graph. If the arc (i, j) is retained – yij = 1 – then tj must be greater
than or equal to ti + 1. Thus, all the selected arcs cannot form a circuit. If the arc
(i, j) is not retained – yij = 0 – then the corresponding constraint 3.1.5 is always
satisfied provided that the values ti are less than or equal to M−1.

Connectivity 41



The problem can also be formulated as a slightly different mixed-integer linear
program using the Boolean variables ui which are equal to 1 if and only if the vertex
i is chosen as the root. This gives program P3.2.

P3:2 :

min
P
i2Z

cixi

s.t:

P
i2Zk

xi � 1 k 2 S ð3:2:1Þ

yij � xi ði; jÞ 2 U ð3:2:2Þ
P
i2Z

ui ¼ 1 ð3:2:3Þ
P

j2Adj�i
yji ¼ xi � ui i 2 Z ð3:2:4Þ

tj � ti þ 1�Mð1� yijÞ ði; jÞ 2 U ð3:2:5Þ

ti � 0 i 2 Z ð3:2:6Þ

xi 2 0; 1f g; ui 2 0; 1f g i 2 Z ð3:2:7Þ

yij 2 0; 1f g ði; jÞ 2 U ð3:2:8Þ

������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

:

Program P3.2 is obtained by replacing constraints 3.1.3 and 3.1.4 in P3.1 by
constraints 3.2.3 and 3.2.4. Constraint 3.2.3 requires to choose the root in one and
only one vertex of Z. Constraints 3.2.4 express that any retained vertex imust be the
terminal end of one and only one arc unless this vertex has been chosen as root –

xi−ui = 0 – in which case it must not be the terminal end of any arc. Note that,
according to constraints 3.2.4 and since the quantity

P
j2Adj�i yji is always positive or

null, ui can take the value 1 only if xi = 1.

3.3.2 Case Where at Least One Zone is Mandatory

If the problem data are such that at least one vertex is mandatory – for example,
because of constraints

P
i 2Zk

xi � 1; k 2 S – this vertex can be chosen as the root of

the arborescence sought without loss of generality, and program P3.3 below, where
r refers to this vertex, solves the problem.
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P3:3 :

min
P
i2Z

cixi

s.t:

P
i2Zk

xi � 1 k 2 S ð3:3:1Þ

yij � xi ði; jÞ 2 U ð3:3:2Þ
P

j2Adj�i
yji ¼ xi i 2 Z ; i 6¼ r ð3:3:3Þ

P
i2Adj�r

yir ¼ 0 ð3:3:4Þ

tj � ti þ 1�Mð1� yijÞ ði; jÞ 2 U ð3:3:5Þ

xi 2 f0; 1g i 2 Z ð3:3:6Þ

ti � 0 i 2 Z ð3:3:7Þ

yij 2 f0; 1g ði; jÞ 2 U ð3:3:8Þ

�������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

Program P3.3 is obtained from program P3.2 by replacing constraints 3.2.3 and
3.2.4 with constraints 3.3.3 and 3.3.4. Constraints 3.3.3 express that, for all the
selected vertices except the root, one and only one arc must have this vertex as its
terminal end. It also expresses that no selected arc should have an unselected vertex
as its terminal end. Constraint 3.3.4 expresses that no arcs should arrive on the
vertex chosen as root. All other constraints are identical to those of program P3.2.

3.4 Approximate Solution When the Set of Candidate
Zones is Represented by a Grid

In this section, we present an integer linear program to solve the problem in an
approximate way in the case where the set of candidate zones for protection is
represented by a grid. We denote by nr the number of rows in this grid and nc the
number of its columns. This grid, therefore, includes nr� nc square and identical
zones. The advantage of this approach is that the solution is obtained much faster
than with the programs in section 3.3. On the other hand, the solution obtained,
although often optimal, is not always optimal. This program differs from the pre-
vious ones in the way in which the prohibition of circuits is formulated. It is known
that the technique used in programs P3.2 and P3.3 may be relatively ineffective since
the computation time required to solve these programs may be prohibitive, even for
medium-sized problems. We will use another technique. First of all, let us introduce
the classic constraints prohibiting circuits of length 2, then specific constraints for
the graph in question – associated with a grid – to prohibit circuits of greater length.
These constraints are based on the following idea: in order to ensure that the
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solution does not contain circuits, it is sufficient to prohibit, in addition to circuits of
length 2, paths formed by two arcs and of type {(i−1, j), (i, j), (i, j−1)} or
{(k−1, l), (k, l), (k, l + 1)} (figure 3.4). If the first type of path is prohibited then
the solution cannot have circuits of length greater than or equal to 2 and “clockwise
rotating”; if the second type of path is prohibited then the solution cannot have
circuits of length greater than or equal to 2 and “anti-clockwise rotating”
(figure 3.5). We can now formulate the program to solve the problem in an
approximate way. To do this, it is sufficient to replace, in program P3.3, constraints
3.3.5 and 3.3.7 by the 3 families of constraints of set C3.1 after having adapted this
program to the case of a grid – xi becomes xij and yij becomes yijkl. The resulting
program is called Papprox.

  
( 1, )i j   ( 1, )k l  

  

  

 
 

 

  

( , 1)i j   ( , )i j   ( , )k l   ( , 1)k l  

FIG. 3.4 – These two types of paths of length 2 are prohibited by constraints C3.1.2 and C3.1.3.
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FIG. 3.5 – A cycle on a grid of 10� 10 square and identical zones. By following this cycle in a
clockwise direction, one necessarily encounters a path of length 2 of type {(i−1, j), (i, j),
(i, j−1)}, for example the path ð6; 9Þ; ð7; 9Þ; ð7; 8Þf g; by following this cycle in an
anti-clockwise direction, one necessarily encounters a path of length 2 of type {(k−1, l), (k, l),
(k, l + 1)}, for example the path ð5; 2Þ; ð6; 2Þ; ð6; 3Þf g.
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C3:1 :

yijkl þ yklij � 1 ðði; jÞ; ðk; lÞÞ 2 U ; k[ i or l[ j ðC3:1:1Þ
yi�1;j;i;j þ yi;j;i;j�1 � 1 i ¼ 2;. . .; nr ; j ¼ 2;. . .; nc ðC3:1:2Þ
yk�1;l;k;l þ yk;l;k;l þ 1 � 1 k ¼ 2;. . .; nr ; l ¼ 1;. . .; nc � 1 ðC3:1:3Þ

8>><
>>:

Constraints C3.1.1 prohibit circuits of length 2. Constraints C3.1.2 and C3.1.3, by
prohibiting certain paths of length 2, prohibit circuits of length greater than 2.
Variables ti used in P3.2 and P3.3 are now useless. Remember that this approach can
lead to a sub-optimal solution. Indeed, prohibiting certain paths – using the con-
straint set C3.1 – can prevent the consideration of arborescences that would be
associated with an optimal solution.

3.5 Simple Flow Approach
This section presents a different formulation of the problem of selecting an optimal
reserve than that in section 3.3. This formulation is based on the notion of flow in a
graph (see appendix at the end of the book). As before, the graph G = (Z, U) is
associated with the set of candidate zones, Z = {z1, z2,…, zn}. The set of vertices of
the graph, Z = {1, 2,…, n}, corresponds to the zones and there is an arc from vertex
i to vertex j if and only if zones zi and zj are adjacent. As we have seen in section 3.3,
the problem can be formulated as follows: find a subset, Ẑ�Z , of minimal cost, to
protect all the species, and such that the sub-graph of G induced by the vertices
associated with Ẑ contains an arborescence. There are several ways to ensure that
this sub-graph contains an arborescence. We consider here that it must admit a path
from the root to all the other vertices, which allows us to formulate the problem as
follows:

(i) Each species is protected by at least one zone associated with a vertex of Ẑ .
(ii) A vertex of Ẑ is chosen as the root – or source.
(iii) In the sub-graph of G induced by the vertices associated with Ẑ there is a path

from the root to all the other vertices.

In terms of flow in a graph, property (iii) can be expressed as follows: as soon as a
vertex, different from the root, is selected to constitute the reserve, it must receive at
least one unit of flow emitted by the root and routed along a path passing only
through vertices of Ẑ . This ensures that there is indeed a path from the root to all
the other selected vertices. In this formulation, we use the Boolean variable xi, i 2 Z ,
which is equal to 1 if and only if vertex i is selected – zone zi is selected – and the
non-negative variable /ij , ði; jÞ 2 U , which represents the flow circulating on the arc
(i, j).

3.5.1 Case Where No Zone is Mandatory

When no zone is mandatory, it is impossible to choose a priori a vertex – a zone – as
a root. We therefore use the Boolean variable ui, i 2 Z , which, by convention, takes

Connectivity 45



the value 1 if and only if vertex i – zone zi – is chosen as a root. The problem
considered can then be formulated as the mixed-integer linear program P3.4.

P3:4 :

min
P
i2Z

cixi

s.t:

P
i 2Zk

xi � 1 k 2 S ð3:4:1Þ
P
i2Z

ui ¼ 1 ð3:4:2Þ
P

j2Adjþi
/ij �M xi i 2 Z ð3:4:3Þ

P
j2Adj�i

/ji �
P

j2Adjþi
/ij � xi �M ui i 2 Z ð3:4:4Þ

ui 2 f0; 1g; xi 2 f0; 1g i 2 Z ð3:4:5Þ

/ij � 0 ði; jÞ 2 U ð3:4:6Þ

�����������������������
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Adjþi refers to the set of successors to vertex i. The economic function of P3.4

expresses the total cost of the selected zones. Constraints 3.4.1 express that each
species must be protected. Constraint 3.4.2 expresses that one and only one vertex
should be chosen as a root. Constraints 3.4.3 express that, if zone zi is not retained,
then the total amount of flow starting from the vertex associated with zi must be
zero. On the other hand, if this zone is selected, then the amount of flow starting
from the vertex associated with this zone is not limited if constant M is set to a
sufficiently large value. This quantity M is, therefore, an upper bound of the value of
the flow starting from the root; it can be taken, for example, as equal to the number
of candidate zones. Now let us look at constraints 3.4.4 and, first of all, in case zone
zi is not chosen as a root – ui = 0. The corresponding constraint becomesP

j2Adj�i /ji �
P

j2Adjþi /ij � xi and two cases are then possible: (i) zone zi is not

retained, then according to constraints 3.4.3 and 3.4.6
P

j2Adjþi /ij ¼ 0, and in this

case the corresponding constraint 3.4.4 is always satisfied since xi = 0; (ii) zone zi is
retained, the corresponding constraint then becomes

P
j2Adj�i /ji �

P
j2Adjþi /ij � 1

and it expresses the fact that the sum of the incoming flows on i must be at least
equal to the sum of the outcoming flows from i plus the unit of flow absorbed by
i. Now let us look at the case where vertex i – corresponding to zone zi – is chosen as
a root. The corresponding constraint becomes

P
j2Adj�i /ji �

P
j2Adjþi /ij þ xi �M .

The second member of this constraint is always negative or zero, whether xi is equal
to 0 or 1, and the constraint is, therefore, always satisfied. Note that in all feasible
solutions, the root is well chosen among the selected zones.

Let us now show precisely that a solution of P3.4 provides an optimal connected
reserve. (1) Let (x, ϕ, u) be a feasible solution of P3.4. Let us show that the sub-graph
of G, G 0, generated by the vertices i such that xi = 1 is connected. Suppose that it is
not. Let C be a connected component of this sub-graph not containing vertex i such
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that ui = 1. For each vertex i of this component, we have
P

j2Adj�i /ji�P
j2Adjþi /ij � 1. We deduce

P
i2C ðPj2Adj�i /ji �

P
j2Adjþi /ijÞ� Cj j what leads toP

ði;jÞ2U ;i 62C ;j2C /ij �
P

ði;jÞ2U ;i2C ;j 62C /ij � Cj j. This last inequality cannot be verified
since, according to constraint 3.4.3,

P
ði;jÞ2U ;i 62C ;j2C /ij ¼ 0. Indeed, any initial end, i,

of the arcs entering C – and belonging to G 0 – verifies xi = 0 because if it were not
the case, C would not be a connected component. (2) Let G 0 be a connected
sub-graph of G. It contains an arborescence, A. Let r be the root of this
arborescence. We can verify that (x, ϕ ,u) defined as follows is a feasible solution of
P3.4: ui ¼ 1 ði 2 Z ; i ¼ rÞ; ui ¼ 0 ði 2 Z ; i 6¼ rÞ; xi ¼ 1 ði 2 Z ; i 2 G 0Þ, xi ¼ 0 ði 2 Z ;
i 62 G 0Þ, /ij ¼ number of vertices of A that can be reached by a path of A whose first
arc is (i, j), ðði; jÞ 2 AÞ, and /ij ¼ 0 ðði; jÞ 2 U ; ði; jÞ 62 AÞ.

3.5.2 Case Where at Least One Zone is Mandatory

If at least one of the candidate zones is mandatory, it can be chosen as a root without
loss of generality. Knowing the root allows the problem to be formulated as program
P3.5, which is a simplification of program P3.4. Constraint 3.4.2 becomes useless and
constraints 3.4.4 becomes,

P
j2Adj�i /ji �

P
j2Adj þi /ij � xi, i 2 Z ; i 6¼ root.

P3:5 :

min
P
i2Z

cixi

s.t:

P
i 2Zk

xi � 1 k 2 S ð3:5:1Þ
P

j2Adjþi
/ij �M xi i 2 Z ð3:5:2Þ

P
j2Adj�i

/ji �
P

j2Adjþi
/ij � xi i 2 Z ; i 6¼ root ð3:5:3Þ

xi 2 f0; 1g i 2 Z ð3:5:4Þ

/ij � 0 ði; jÞ 2 U ð3:5:5Þ

�������������������
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3.6 Multi-Flow Approach
Here we place ourselves in the case where at least one zone, zr, is mandatory and we
consider the corresponding vertex, r, as a source. With each vertex i of Z, different
from r, is associated a product type and all the vertices i of Z, different from r,
constitute, if retained, sinks for a unit of flow of the product i which has to be
transported from source vertex r to vertex i. For each arc (k, l) of U and each vertex
i different from the source, we introduce a Boolean variable yikl which takes the value
1 if and only if the arc (k, l) transports a unit of flow of product i – from vertex k to
vertex l. If vertex i is selected, then it becomes a sink for the flow of product i. The
problem can be posed as follows: select a subset of vertices, Ẑ , including the source
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r and such that the routing of one unit of flow of type i, from the source to vertex i, is
possible by only passing through vertices of Ẑ , and this for all i of Ẑ different from
r. This gives program P3.6.

P3:6 :

min
P
i2Z

cixi

s.t:

P
i 2Zk

xi � 1 k 2 S ð3:6:1Þ
P

l2Adj�r
yilr ¼ 0 i 2 Z ; i 6¼ r ð3:6:2Þ

P
l2Adj�i

yili ¼ xi i 2 Z ; i 6¼ r ð3:6:3Þ
P

l2Adjþi
yiil ¼ 0 i 2 Z ; i 6¼ r ð3:6:4Þ

P
l2Adjþk

yikl ¼
P

l2Adj�k
yilk k 2 Z ; k 6¼ r ; i 2 Z ; i 6¼ r; k ð3:6:5Þ

yikl � xk ; yikl � xl i 2 Z ; i 6¼ r ; ðk; lÞ 2 U ð3:6:6Þ
yikl � 0 i 2 Z ; i 6¼ r ; ðk; lÞ 2 U ð3:6:7Þ
xi 2 f0; 1g i 2 Z ð3:6:8Þ

����������������������������
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Constraints 3.6.1 require that all the species considered be protected.
Constraints 3.6.2 require that the flow of product i entering the source is zero for any
i. Constraints 3.6.3 and 3.6.4 require that any selected vertex i, other than the
source, be a sink for product i. Constraints 3.6.5 require that the flow of product i be
conserved at each vertex k different from sink i and source r. Constraints 3.6.6
require that, for any product i, the flow of this product circulating on each arc must
be zero, if one of the two ends of this arc is not selected, and less than or equal to 1 if
the two ends are selected. Constraints 3.6.7 impose to variables yikl to be
non-negative. Given constraints 3.6.6 and 3.6.7, these variables can, therefore, take
values between 0 and 1. In fact, it can be shown that they take either the value 0 or
the value 1 at the optimum, in accordance with their definition. Finally, constraints
3.6.8 specify the Boolean nature of variables xi. A similar approach to that of the
previous section could be followed to rigorously prove that a solution of P3.6 provides
an optimal connected reserve.

3.7 Constraint Generation Approach

We again state the problem as follows: determine a subset of vertices, Ẑ , such that:
(1) the protection of the zones associated with Ẑ allows all the species considered to
be protected, (2) the sub-graph of G induced by the vertices of Ẑ contains an
arborescence A. Here, the arborescence A is defined as follows:

(i) Each vertex of A, except the source – or root – has one and only one
predecessor;

(ii) A does not contain circuits.
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We also assume that at least one zone is mandatory, which allows the root to be
fixed. The formulation we present here is derived from the classic formulation of the
travelling salesman’s problem by integer linear programming. Like the programs in
the previous sections, this program uses the Boolean variables xi, i 2 Z , which take
the value 1 if and only if vertex i is retained and the Boolean variables yij which take
the value 1 if and only if the arc (i, j) is retained to build the arborescence. This
results in program P3.7.

P3:7 :

min
P
i2Z

cixi

s.t:

P
i 2Zk

xi � 1 k 2 S ð3:7:1Þ
P

j2Adj�i
yji ¼ xi i 2 Z ; i 6¼ root ð3:7:2Þ

P
j2Adjþi

yij � d þ
i xi i 2 Z ð3:7:3Þ

P
ði;jÞ2V 2 \ U

yij � Vj j � 1 8V�Z ð3:7:4Þ

xi 2 f0; 1g i 2 Z ð3:7:5Þ

yij 2 f0; 1g ði; jÞ 2 U ð3:7:6Þ

�����������������������
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According to constraints 3.7.2 and 3.7.6, if vertex i is not retained, then no arcs
should arrive on this vertex. On the other hand, if this vertex is retained and is
different from the root, then only one arc should arrive on this vertex. According to
constraints 3.7.3 and 3.7.6, if vertex i is not retained, then no arc should start from
this vertex. On the other hand, if this vertex is retained, then some arcs can start
from this vertex and the corresponding constraint is inactive since their number is
limited to the outdegree of this vertex, d þ

i . Finally, constraints 3.7.4 prohibit setting
variables yij to values such that the selected arcs form a circuit.

The difficulty of P3.7 lies in the very large number of constraints 3.7.4. One
method is to initially consider only a “small” subset of these constraints and solve
the resulting program. If the solution of this program is an arborescence, it is an
optimal solution. If, on the contrary, it is not an arborescence – the obtained graph
contains circuits – then we add, for each circuit that is present, the corresponding
constraint of type 3.7.4. The process is iterated until an arborescence is obtained.
The process can be initialized by considering only constraints 3.7.4 corresponding to
the prohibition of circuits of length 2.

3.8 Computational Experiments
In order to test the different formulations proposed in the previous sections and to
solve the problem by directly using a solver of integer linear programs, we considered
6 different instances, I1, I2,…, I6, generated as follows: the hypothetical candidate
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zones are represented by a grid of 10� 10 identical square zones and 100 different
species are concerned. The presence of each species in each zone is randomly
determined, uniformly, with a probability equal to 0.06. With this choice of prob-
abilities, some species appear in only one zone for the first 5 instances. These zones
are therefore mandatory. The fact that some zones are mandatory generally facili-
tates the resolution of the problem. Indeed, this reduces its combinatorial aspect and
also allows the use of a formulation that takes this information into account (see
previous sections). In the sixth instance, no zone is mandatory. We consider here
that the costs associated with each zone are identical. Therefore, in each formula-
tion, the economic function

P
i2Z cixi is replaced by the function

P
i2Z xi.

The computation results are presented in table 3.1. Each line in the table corre-
sponds to an instance. For each instance, the number of mandatory zones and the
value of an optimal solution, i.e., the minimal number of zones forming a connected
reserve and allowing all the species to be protected, are given. The first 5 instances
were resolved by the 7 formulations presented above, i.e., by the 7 programs P3.1,
P3.2, P3.3, Papprox, P3.4, P3.5, and P3.6. The sixth instance was resolved by programs
P3.1, P3.2, Papprox, and P3.4 which do not require knowledge of at least one manda-
tory zone. For each program, table 3.1 presents the value of the continuous relax-
ation (relax), the total CPU time required to solve the program, expressed in
seconds (cpu), and the number of nodes developed in the search tree (nodes). In the
case of program Papprox, table 3.1 also presents the value of the solution obtained
(value) which may differ from the value of an optimal solution since this program
only provides an approximate solution to the problem.

Table 3.1 shows that, when we take into account the fact that at least one zone is
mandatory (programs P3.3, P3.5, and P3.6), the fastest exact resolution, on average, is
performed by program P3.3. We also note that P3.4 and P3.6 do not allow all the
instances considered to be solved in one hour of computation. With respect to the
exact resolution, regardless of the fact that some zones are mandatory (programs P3.1,
P3.2, and P3.4), the formulation P3.2 is the fastest, on average. With respect to the
approximate resolution, Papprox provides a very fast resolution – 20 s on average – and
the obtained solution is optimal for 4 instances out of 6. In case it is not optimal –
instances I3 and I6, bolded values – the difference is only one unit. Table 3.1 also shows
that computation times are highly dependent on the instance. Not surprisingly,
instances with many mandatory zones are generally easier to resolve, but it is also
observed that instance I5, which has only one mandatory zone, is resolved quickly –

compared to the other instances. The values of the continuous relaxations are
comparable for the 7 formulations. The relative difference between the value of the
continuous relaxation and the optimal value is relatively large – about 26% on
average – but varies little from one instance to another. Note that for the approximate
resolution – program Papprox – even if some zones are mandatory, the root of the
searched arborescence is not fixed because this could prevent, in some cases, to find
the optimal solution. Indeed, let us consider the sub-graph induced by a connected set
of zones. This graph contains a set of arborescences, E, and a set of arborescences,
E 0 � E, when one of the zones is chosen as a root. It is possible that all the
arborescences of E 0 contain paths of two arcs of type fði � 1; jÞ; ði; jÞ; ði; j � 1Þg or
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TAB. 3.1 – Determination of a connected reserve, at a lower cost, to protect the 100 species present in a set of 100 zones represented by a grid of
10� 10 square and identical zones. Resolution of the problem by 7 different formulations and for 6 instances. The rarity of certain species
implies that certain zones must be necessarily protected in the case of the first 5 instances.

Instance Number of mandatory zones Optimal value P3.1 P3.2

Relax CPU Nodes Relax CPU Nodes
I1 2 26 17.6 1,879 1,885,010 17.6 1,418 1,257,615
I2 6 28 22.2 34 41,402 22.2 22 28,386
I3 3 26 19.8 98 145,239 19.8 34 36,497
I4 2 27 18.8 2,443 2,803,734 18.8 1,600 955,498
I5 1 24 19.7 36 43,535 19.7 25 29,428
I6 0 26 18.5 2,634 2,551,301 18.5 1,455 1,136,704
Average 1,187 1,245,037 759 574,021

Instance P3.3 Papprox

Relax CPU Nodes Relax CPU Nodes Value
I1 18.1 176 198,916 17.1 28 32,910 26
I2 22.4 44 56,637 22.2 1 381 28
I3 20.0 32 26,406 20.0 9 3,983 27
I4 19.2 279 334,209 18.9 34 39,680 27
I5 20.2 12 12,386 19.7 3 1,484 24
I6 18.5 47 49,749 27
Average 109 125,711 20 21,365

Instance P3.4 P3.5 P3.6

Relax CPU Nodes Relax CPU Nodes Relax CPU Nodes
I1 17.1 *(26/25) *704,410 17.1 903 367,950 17.1 *(26/23) *5,420
I2 21.7 181 42,241 21.9 4 1,392 21.9 1,599 3,221
I3 19.3 55 16,564 19.3 33 10,571 19.4 *(32/25) *6,133
I4 18.2 3,102 620,832 18.2 662 206,956 18.3 *(29/24) 4,307
I5 19.5 52 13,967 19.6 40 15,691 19.6 1,413 2,989
I6 18.1 *(27/25) *579,915
Average 328 120,512

*The optimal solution could not be obtained in one hour of computation. In this case, the number of nodes indicated is the number of nodes developed during this computation time. In
the column “cpu”, the value of the best solution found followed by the corresponding lower bound is indicated in parentheses. For example, program P3.6 did not resolve instance I1 in
one hour of computing. At the end of this computation time, 5,420 nodes have been developed in the search tree, the best solution found has a value of 26 and we are sure that the
optimal solution has a value of at least 23.
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fðk � 1; lÞ; ðk; lÞ; ðk; l þ 1Þg while some arborescences of E do not contain these types
of path. Consider instance I2 of table 3.1. In this instance, the 6 zones z27, z37, z38, z43,
z66, and z10,6 are mandatory. Figure 3.6a shows the solution obtained for this
instance with P3.2. Zone z98 was selected during the resolution of P3.2 as the root of
the searched arborescence. Figure 3.6b shows the solution obtained with P3.3, for the
same instance, by first setting zone z10,6 as the root of the sought arborescence.

Consider instance I3 of table 3.1. In this instance, 3 zones are mandatory: z18, z21,
and z31. Figure 3.7 shows the solution obtained for this instance with Papprox. Zone z95
was chosen during the resolution of Papprox as the root of the searched arborescence.
The value of this approximate solution is equal to 27 while the value of the optimal
solution is equal to 26.

Limits of the method. To findout the limitationsof themethodwe testedprogramsP3.3

and Papprox on instances of size 15� 15 with 100 species. To generate these instances,
the probability of each species being present in each zone is now 0.025. The results
obtained, by limiting the computation time to one hour, are presented in table 3.2.

The optimal solutions of P3.3 and Papprox could not be obtained in one hour of
computation for any of the 5 instances except in one case: Papprox solved instance IV
in 1,920 s of computation. Table 3.2 presents, for each instance, the value of the best
feasible solution (Value) and the best lower bound obtained by the solver within one
hour of computation (Lower bound). For example, for instance I, the best connected
reserve found by P3.3 – to protect all the species – has 45 zones and the optimal
connected reserve has at least 38 zones. The best connected reserve found by Papprox

has 43 zones and the best connected reserve that could be obtained by resolving

   (a) (b)
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1 2 3 4 5 6 7 8 9 10         
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FIG. 3.6 – (a) Optimal solution of instance I2 of table 3.1 provided by P3.2. The resolution of
P3.2 fixed zone z98 as the root of the arborescence. (b) Optimal solution of instance I2 of
table 3.1 provided by the resolution of P3.3. Among the 6 mandatory zones, z10,6 has been
prefixed as the root of the arborescence. The two optimal reserves are identical.
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Papprox has at least 41 zones. Table 3.2 also shows that, for the 5 instances considered
and within one hour of computation, the best reserve is obtained by solving program
Papprox.
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FIG. 3.7 – Approximate solution of instance I3 of table 3.1 provided by Papprox. In this
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Chapter 4

Compactness

4.1 Introduction
As we have seen in the previous chapters, the spatial configuration of a nature
reserve is a determining factor for the survival of the species that live there.
Chapter 2 deals with fragmentation and chapter 3 with connectivity – or contiguity.
In this chapter, we discuss another spatial aspect of a reserve, compactness. This
aspect, which can be assessed in several ways and is not completely distinct from the
notion of fragmentation, takes into account the distance separating the different
zones. The smaller these distances, the easier it is for species to move within the
reserve. It can therefore be said that the more compact a reserve is, the more
effective the means devoted to its protection. On the other hand, a compact reserve
is generally easier to manage than a non-compact reserve.

We will also look at the length of the reserve boundaries (which we also call the
reserve perimeter), i.e., the length of the transition zones between the reserve and
the surrounding matrix, this criterion being, in a way, related to compactness
(figure 4.1).

4.2 Compactness Measures of a Reserve
The compactness of a reserve, i.e., a set of zones selected for some protection, can be
assessed in many ways. For example, the diameter of the reserve, i.e., the maximal
distance between two points of the reserve, can be considered. The minimization of
this criterion leads to the selection of a set of zones with an external contour that is
close to a circle. The minimal distance between two zones can also provide some
information on compactness. Another measure of the reserve compactness is its total
perimeter. Minimizing this latter criterion allows to obtain groups of zones whose
shape is close to a square or a circle, but the distance between the groups is not
controlled. The compactness of a reserve can also be measured by the sum of the
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distances between all the pairs of selected zones or by its total perimeter divided by
its total area. In the latter case, the aim is to minimise the value of the corresponding
ratio. Minimizing this ratio also has the effect of reducing the edge effect, which is
generally considered as unfavourable to biodiversity protection.

Let S = {s1, s2,…, sm} be the set of concerned species, Z = {z1, z2,…, zn} be the
set of zones that can be protected, S be the set of indices of the species of S and Z be
the set of indices of the zones of Z. Let us specify some supplementary data – and
corresponding notations – that we use in this chapter: li, the perimeter of zone zi, ai,
the area of zone zi, lij, the length of the border common to zones zi and zj, and dij, the
distance “as the crow flies” between zones zi and zj. We denote by Comp(R) the
compactness of a reserve, R, and we examine several measures of this compactness.

It is assumed here that we know, among the zones of Z, those whose protection
leads to the protection of species sk (e.g., its survival), and this for all species, i.e., for
all k 2 S ¼ f1; 2;:::;mg. This subset of Z is denoted by Zk and the corresponding set
of indices is denoted by Zk. Thus, the protection of species sk is ensured if and only if
at least one of the zones of Zk is protected and the number of protected species is
noted Nb1(R) (chapter 1, section 1.1). For example, it is considered here that the
protection of a zone allows all the species present in that zone to be protected,
provided that their population size is greater than or equal to a certain threshold
value. This value is denoted by νik for zone zi and species sk. In other words, Zk ¼
fzi 2 Z : nik � mikg where nik refers to the population size of species sk in zone zi.

4.3 Some Problems of Selecting Compact Reserves
and their Mathematical Programming Formulation

As with the other spatial criteria we examined, several zone selection problems may
arise with the objective of obtaining a compact set of zones. We note R the set of
selected zones, i.e., the reserve obtained, and R the set of indices of the zones

(a)  (b) 

FIG. 4.1 – Two reserves defined on a set of 100 candidate zones represented by a grid of
10� 10 square and identical zones whose length of the sides is equal to one unit. The area of
these 2 reserves – made up of grey zones – is equal to 30 units. (a) A very fragmented and
uncompact reserve with a perimeter of 80 units. (b) A fragmented but relatively compact
reserve with a perimeter of 64 units.
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forming reserve R. Some of these problems are discussed below, by way of example.
Let us recall that we denote by Comp(R) the value of the compactness criterion
associated with reserve R. As we have seen, this criterion can correspond to different
aspects of the compactness of a reserve – and can, therefore, be calculated in several
different ways. Table 4.1 summarizes the compactness criteria considered in this
chapter and that we seek to minimize.

To simplify the presentation, we assume that the set of candidate zones are
represented by a grid with nr rows and nc columns. The zones are then designated by
zij where i is the row index and j is the column index. It should be noted that
everything presented in the rest of this chapter can be applied directly to any other
set of candidate zones.

Take again the reserves in figure 4.1 to illustrate these 3 criteria. First of all, the
distance between two candidate zones – represented by two squares whose length is
equal to one unit – is defined by the distance, in a straight line, separating the centre
of these two zones. Other definitions of the distance between two zones could be
considered. Let us compare the compactness of the two reserves in figure 4.1 using
the 3 criteria in table 4.1. Using criterion No. 1, the compactness of the reserve in
figure 4.1a is equal to the distance between the centres of zones z1,1 and z10,10, i.e.,
12.73 ð ffiffiffiffiffiffiffiffi

162
p Þ while the compactness of the reserve in figure 4.1b is equal to the

distance between zones z4,4 and z10,10, i.e., 8.49 ð ffiffiffiffiffi
72

p Þ. Using criterion No. 2, the
compactness of the reserve in figure 4.1a is equal to 2.67 since its total perimeter is
equal to 80 and its total area to 30, while the compactness of the reserve in
figure 4.1b is equal to 2.13 since its total perimeter is equal to 64 and its total area to
30. Finally, using criterion No. 3, the compactness of the reserve in figure 4.1a is
equal to 2,514.79 while the compactness of the reserve in figure 4.1b is equal to
1,716.43.

Different problems of determining an optimal compact reserve can be considered.
For each of these problems, the 3 compactness criteria that we have just defined can
be taken into account. Table 4.2 presents the 3 problems we will consider. Recall
that Nb1(R) represents the number of species protected by reserve R and that
species sk is considered to be protected by reserve R if at least one of the zones of Zk

belongs to R where, for any k of S, Zk is a known subset of Z (see section 4.2).

TAB. 4.1 – Three compactness criteria for a reserve, R.

Criterion
number

Statement Formulation

1 Diameter of the reserve, i.e.,
maximal distance between two

zones of the reserve.

maxfdij : ði; jÞ 2 R2; i\jg

2 Total perimeter of the reserve,
divided by the total area of the

reserve.

P
i2R li � 2

P
ði;jÞ2R2; i\j lij

� ��P
i2R ai

3 Sum of the distances between all
pairs of zones in the reserve.

P
ði;jÞ 2R2 ; i\j dij
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Also remember that C(R) refers to the cost of reserve R: C ðRÞ ¼Pi2R ci where ci is

the cost associated with zone zi.

4.3.1 Problem I: Protection, at the Lowest Cost, of at Least
Ns Species of a Given Set, with a Compactness
Constraint

This problem can be formulated as the mathematical program P4.1 in which ρ
designates the value that the compactness indicator of the selected reserve must not
exceed. As in all the programs we have studied, the Boolean variable xi is equal to 1
if and only if zone zi is selected to form the reserve.

P4:1 :

min
P
i2Z

cixi

s.t:

yk �
P
i2Zk

xi k 2 S ð4:1:1Þ j xi 2 0; 1f g i 2 Z ð4:1:4Þ
P
k2S

yk �Ns ð4:1:2Þ j yk 2 0; 1f g k 2 S ð4:1:5Þ

CompðRÞ� q ð4:1:3Þ j

���������

8>>>>>>><
>>>>>>>:

TAB. 4.2 – Three reserve selection problems with a compactness objective.

Problem
no.

Problem statement Formulation

I Selection of a reserve, R, of minimal cost, allowing to
protect, at a minimum, a given number of species, Ns,
and such that the compactness indicator, Comp(R),

is lower than or equal to a given value, ρ.

min C ðRÞ

s.t:

R�Z

Nb1ðRÞ�Ns

CompðRÞ� q

����������

8>>>>>>><
>>>>>>>:

II Selection of a reserve, R, of cost less than or equal to
a given value, B, allowing the greatest possible

number of species to be protected, and whose value of
the compactness indicator, Comp(R), is less than or

equal to a given value, ρ.

max Nb1ðRÞ

s.t:

R�Z

C ðRÞ�B

CompðRÞ� q

����������

8>>>>>>><
>>>>>>>:

III Selection of a reserve, R, of cost less than or equal to
a given value B, allowing to protect, at a minimum, a
given number of species, Ns, and minimizing the
value of the compactness indicator, Comp(R).

min CompðRÞ

s.t:

R�Z

C ðRÞ�B

Nb1ðRÞ�Ns

����������

8>>>>>>><
>>>>>>>:
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The economic function to be minimized represents the cost of the reserve.
According to constraints 4.1.1, variable yk can take the value 1 if and only if at least
one zone in Zk is protected. Constraint 4.1.2 expresses that the number of protected
species must be greater than or equal to Ns. Constraint 4.1.3 imposes a compactness
index less than or equal to ρ. Note that if we seek to protect all the species –

Ns = m – we can replace constraints 4.1.1 and 4.1.2 by the single family of
constraints

P
i2Zk

xi � 1; k 2 S . If we want to obtain, among the optimal solutions

of P4.1, a solution that maximizes the number of protected species, we only need to
subtract from the economic function to be minimized the quantity e

P
k2S yk where ε

is a sufficiently small constant. Similarly, if one wants to obtain, among the optimal
solutions of P4.1, a solution that minimizes the value of the compactness criterion, it
is sufficient to add to the economic function to be minimized the quantity eCompðRÞ
where ε is a sufficiently small constant. Let us now study constraint 4.1.3 according
to the criterion retained to measure compactness. Recall that R ¼ fzi : i ¼ 1;:::; n;
xi ¼ 1g.
Criterion No. 1. The compactness of a reserve is measured by the diameter of the
reserve, i.e., by the maximal distance between two zones of the reserve (see appendix
at the end of the book). In this case, P4.1 solves the problem by replacing the –

generic – constraint 4.1.3 with one of the specific constraint sets C4.1 or C4.2:

C4:1 : xi þ xj � 1 ði; jÞ 2 Z2; i\j; dij [ q;

C4:2 : xi þ
X

j2Z ; j[ i; dij [ q

xj � 1þMð1� xiÞ i 2 Z :

Constraints C4.1 express that if the distance between any two zones, zi and zj, is
greater than ρ then these two zones cannot both be part of the reserve. In other
words, in this case, variables xi and xj cannot simultaneously take the value 1.
According to constraints C4.2, if zone zi is selected – xi = 1 – then none of the zones
located at a distance greater than ρ from zi can belong to the reserve. In case zone zi
is not retained – xi = 0 – the corresponding constraint is inactive provided that the
constant M is chosen large enough.

Criterion No. 2. Let us now consider the case where the compactness of a reserve, R,
is measured by the total perimeter of the reserve divided by its total area:

CompðRÞ ¼ P
i2R li � 2

P
ði;jÞ2R2;i\j lij

� �.P
i2R ai. In this case, the problem con-

sidered can be solved by program P4.1 by replacing the – generic – constraint 4.1.3 by
the specific constraint C4.3:

C4:3 :

P
i2Z lixi � 2

P
ði;jÞ2Z2;i\j lijxixjP

i2Z aixi
� q:
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The perimeter of the reserve is calculated by summing the perimeters of all the
zones that constitute the reserve,

P
i2Z lixi, and by subtracting twice the sum of the

lengths of the borders common to each pair of zones of the reserve,
2
P

ði;jÞ2Z2; i\j lijxixj . Note that, in the latter expression, many terms lij are equal to 0.

The quantity
P

i2Z aixi represents the sum of the areas of each zone constituting the

reserve, i.e., the total area of the reserve. Constraint C4.3 is equivalent to constraint
C4.4 in which the first member is quadratic and the second member is linear:

C4:4 :
X
i2Z

lixi � 2
X

ði;jÞ2Z2;i\j

lijxixj � q
X
i2Z

aixi:

It is possible to replace C4.4 with equivalent linear constraints (see appendix at
the end of the book). To do this, each product xixj is replaced in C4.4 by variable uij
and 2 families of linearization constraints are added to force variables uij to be equal
to the products xixj , at the optimum of the obtained program. Finally, the problem
can be solved by program P4.1 by replacing the – generic – constraint 4.1.3 by the set
of specific constraints C4.5:

C4:5 :

P
i2Z

lixi � 2
P

ði;jÞ2Z2;i\j

lijuij � q
P
i2Z

aixi

uij � xi ði; jÞ 2 Z2; i\j; lij [ 0

uij � xj ði; jÞ 2 Z2; i\j; lij [ 0

8>>><
>>>:

:

Note that if the compactness criterion is the perimeter of the reserve and not the
perimeter-to-area ratio, it is sufficient to replace the first constraint of C4.5 by the
constraint

P
i2Z lixi � 2

P
ði;jÞ2Z2;i\j lijuij � q where ρ now refers to the maximal

allowed perimeter.

Criterion No. 3. Let us now consider the case where the compactness of a reserve is
measured by the sum of the distances between all the pairs of zones of the reserve:
CompðRÞ ¼Pði;jÞ2R2; i\j dij . In this case, the problem considered can be solved by

program P4.1 by replacing the – generic – constraint 4.1.3 by the specific constraint
C4.6:

C4:6 :
X

ði;jÞ2Z2;i\j

dijxixj � q:

Constraint C4.6 is quadratic since it involves the products xixj . As in the case of
C4.3, it is possible to replace this constraint by a set of linear constraints (see
appendix at the end of the book). To do this, each product xixj is replaced in C4.6 by
variable uij and 2 sets of linearization constraints are added to force variables uij to
be equal to products xixj – at the optimum of the obtained program. Finally, the
problem can be solved by program P4.1 by replacing constraint 4.1.3 by the set of
constraints C4.7:
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C4:7 :

P
ði;jÞ 2 Z2; i\j

dijuij � q

1� xi � xj þ uij � 0 ði; jÞ 2 Z2; i\j
uij � 0 ði; jÞ 2 Z2; i\j

8><
>:

:

4.3.2 Problem II: Protection, Under a Budgetary
Constraint, of the Largest Possible Number
of Species of a Given Set, with a Compactness
Constraint

This problem can be formulated as the mathematical program P4.2.

P4:2 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð4:2:1Þ j xi 2 0; 1f g i 2 Z ð4:2:4Þ

yk �
P
i2Zk

xi k 2 S ð4:2:2Þ j yk 2 0; 1f g k 2 S ð4:2:5Þ

CompðRÞ� q ð4:2:3Þ j

����������

8>>>>>>>><
>>>>>>>>:

The economic function, to be maximized, expresses the number of protected
species. Constraint 4.2.1 reflects the budgetary constraint: the cost associated with
the reserve retained must not exceed the budget, B. For the meaning of the other
constraints (4.2.2–4.2.5), the reader may refer to program P4.1. To solve the problem
with the 3 compactness criteria considered, it is sufficient to replace in P4.2

constraint 4.2.3 by the appropriate constraints: C4.1 or C4.2 for criterion No. 1, C4.5

for criterion No. 2, and C4.7 for criterion No. 3 (see section 4.3.1). As in program
P4.1, zone zi belongs to reserve R if and only if xi = 1.

4.3.3 Problem III: Protection, Under a Budgetary
Constraint, of at Least Ns Species of a Given Set,
with Optimal Compactness

This problem can be formulated as the mathematical program P4.3.

P4:3 :

min CompðRÞ

s.t:

yk �
P
i2Zk

xi k 2 S ð4:3:1Þ j xi 2 0; 1f g i 2 Z ð4:3:4Þ
P
i2Z

cixi �B ð4:3:2Þ j yk 2 0; 1f g k 2 S ð4:3:5Þ
P
k2S

yk �Ns ð4:3:3Þ j

�����������

8>>>>>>>>><
>>>>>>>>>:

The economic function, to be minimized, expresses the compactness of the
reserve. As in programs P4.1 and P4.2, zone zi belongs to reserve R if and only if
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xi = 1. The meaning of the constraints in P4.3 is presented in the two previous
sections. Let us now look at how to solve the problem with the 3 compactness
criteria considered.

Criterion No. 1. The compactness of a reserve is measured by the diameter of the
reserve, i.e., the maximal distance between two zones of the reserve. To solve the
problem, variable α is introduced, the – generic – economic function of P4.3 is
replaced by α and the set of constraints C4.8 is added:

C4:8 : a� dijxixj ði; jÞ 2 Z2; i\j:

These constraints express that if zones zi and zj are retained – xixj = 1 – then the
value of variable a must be greater than or equal to the distance between these two
zones. This results in a program with a linear economic function but with some
quadratic constraints. These constraints can be replaced by the equivalent set of
linear constraints C4.9:

C4:9 :
a� dijð�1þ xi þ xjÞ ði; jÞ 2 Z 2; i\j
a� 0

�
:

Criterion No. 2. The compactness of reserve R is measured by the ratio of the total
perimeter of the reserve divided by its total area. In this case, the problem consid-
ered can be solved by program P4.3 by replacing the – generic – economic function of

this program with the expression
P

i2Z lixi � 2
P

ði;jÞ2Z2;i\j lij xixj
� �.P

i2Z aixi. The

numerator of this expression is quadratic and the denominator is linear (see
appendix at the end of the book). This expression can be transformed into a ratio of
two linear functions by replacing each product xixj with variable uij and adding the
linear constraints uij � xi and uij � xj . The problem can thus be reformulated as
program P4.4.

P4:4 :

min
P

i2Z lixi � 2
P

ði;jÞ 2Z2; i\j lijuij
� ��P

i2Z aixi

s.t:

P
i2Z

cixi �B ð4:4:1Þ

yk �
P
i2Zk

xi k 2 S ð4:4:2Þ
P
k2S

yk �Ns ð4:4:3Þ

uij � xi; uij � xj ði; jÞ 2 Z2; i\j; lij [ 0 ð4:4:4Þ

xi 2 f0; 1g i 2 Z ð4:4:5Þ

yk 2 f0; 1g k 2 S ð4:4:6Þ

����������������������

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:
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We can therefore use the algorithms of fractional programming to solve P4.4, for
example the Dinkelbach algorithm (see appendix at the end of the book). The core
of this algorithm is to solve the auxiliary problem P4.5(λ) which is a linear program in
0–1 variables.

P4:5ðkÞ :
min

P
i2Z

lixi � 2
P

ði;jÞ 2Z2; i\j

lijuij � k
P
i2Z

aixi

s.t: ð4:4:1Þ � ð4:4:6Þj

8<
:

Criterion No. 3. Finally, consider the case where the compactness of a reserve is
measured by the sum of the distances between all the pairs of zones of the reserve:
CompðRÞ ¼Pði;jÞ2R2; i\j dij . In this case, the problem considered can be solved by

program P4.3 by replacing its – generic – economic function with the expressionP
ði;jÞ2Z2; i\j dijxixj . We then obtain a mathematical program whose economic

function is quadratic and whose constraints are linear (see appendix at the end of
the book). One way to solve the resulting program is to linearize the economic
function, and there are many techniques to do so. A simple technique that we have
already presented consists of replacing products xixj by variables uij and adding the
set of linear constraints C4.10 that force variable uij to be equal to product xixj:

C4:10 :
1� xi � xj þ uij � 0 ði; jÞ 2 Z 2; i\j
uij � 0 ði; jÞ 2 Z 2; i\j

�
:

Another technique consists in rewriting the economic function as
ð1=2ÞPi2Z xi

P
j2Z dijxj then replacing, for any i of Z, the expression xi

P
j2Z dijxj by

the real, non-negative variable ti. The new economic function – to be minimized – is
therefore written ð1=2ÞPi2Z ti. Then we must add the set of linear constraints C4.11

which force variable ti to be equal, at the optimum, to the expression xi
P

j2Z dijxj :

C4:11 :
ti �

P
j2Z dijxj �M ð1� xiÞ i 2 Z

ti � 0 i 2 Z

�
:

If variable xi is equal to 1 then, because of the first family of constraints of C4.11

and the fact that we seek to minimize the expression
P

i2Z ti, variable ti takes the

value
P

j2Z dijxj . On the contrary, if variable xi is equal to 0, then the set of con-

straints C4.11 and the fact that we seek to minimize the expression
P

i2Z ti force

variable ti to take the value 0. M denotes a sufficiently large constant.

4.4 Computational Experiments
A hypothetical set of candidate zones represented by a grid of 10� 10 square and
identical zones is considered. The cost associated with each zone of the grid is
randomly drawn, in a uniform way, from the set {5, 6,…, 10} and is shown in
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figure 4.2. The available budget is 150 units and 100 species are considered. The
presence of a species in a given zone – with a sufficient abundance to be protected if
the corresponding zone is protected – is randomly drawn, with a probability equal
to 0.1. Figure 4.3 shows, for each candidate zone, the list of the species that are
protected if the zone is itself protected. It should be noted that, in this example, 9 of
the 100 species considered cannot be protected. These are species s7, s13, s16, s23, s33,
s61, s73, s83, and s90.

Table 4.3 presents the results obtained for Problem I of table 4.2 with the
compactness criteria No. 1 and No. 2 of table 4.1 (see section 4.3.1). All instances
were resolved in less than one second of computation. Some of the reserves obtained
are shown in figure 4.4.

Table 4.4 presents the results obtained for Problem II of table 4.2 with the
compactness criteria No. 1 and No. 2 of table 4.1 and when the available budget, B,
is equal to 150 (see section 4.3.2). All the instances considered were resolved in less
than one second of computation. Some of the reserves obtained are shown in
figure 4.5.

Table 4.5 presents the results obtained for Problem III of table 4.2 with the
compactness criteria No. 1 and No. 2 of table 4.1 and an available budget, B, equal
to 150 (see section 4.3.3). All the instances considered were resolved in less than one
second of computation. Some of the obtained reserves are presented in figure 4.6.

4.5 Compactness Measure Specific to a Connected
Reserve: Protection of a Maximal Number of Species
of a Given Set by a Connected and Compact Reserve,
under a Budgetary Constraint

In this section, we focus on reserves that must, on the one hand, be connected and,
on the other hand, meet a compactness criterion. In a connected reserve, the species
can move through the whole reserve without leaving it (see chapter 3). With regard
to compactness, we consider here a different measure from those studied in the

 1 2 3 4 5 6 7 8 9 10 

1 10 7 7 9 7 6 10 5 9 6 

2 9 6 8 10 6 9 7 7 10 9 

3 7 7 8 8 8 5 5 9 8 7 

4 5 10 8 9 8 4 6 9 7 4 

5 7 5 8 7 5 8 5 10 9 9 

6 7 10 4 10 9 6 6 4 7 5 

7 7 5 5 10 5 9 5 10 7 7 

8 9 6 7 9 6 8 8 6 6 5 

9 8 9 8 10 6 6 5 9 5 4 

10 7 8 5 5 7 9 4 7 8 7 

FIG. 4.2 – Cost associated with each of the 100 candidate zones.
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previous sections and which can only be applied to connected reserves, in contrast to
the 3 measures presented in table 4.1. To measure the compactness of such reserves,
we define the distance between two zones zi and zj as the shortest distance to travel
from zone zi to zone zj without leaving the reserve. As announced, this definition of
the distance between two zones of a reserve implies that this reserve is connected, in
contrast to the definition of the distance between two zones used in the compactness
measures No. 1 and No. 3 presented in table 4.1. The zones outside the connected
and compact reserves in which we are interested should also form a set of connected
zones. In other words, it must be possible to cross all the areas outside the reserve
without crossing the reserve in order to protect it from external disturbances. The
problem considered is to select a set of zones included in the set of candidate zones,
Z = {z1, z2,…, zn}, to constitute a connected reserve that maximizes the number of
species protected by this reserve while respecting a compactness criterion and
budgetary constraint. The compactness criterion used here is described in detail
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FIG. 4.3 – For each of the 100 candidate zones, list of the indices of the species protected due
to the protection of the zone. For example, the protection of zone z67 leads to the protection of
species s19 and s66.
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below. It can be assumed that the non-selected zones, i.e., those located outside the
reserve, will be used for urban, industrial or agricultural development. We are
interested in a set, S = {s1, s2,…, sm}, of rare or threatened species present in these
zones. For each zone zi we know the list of the species present in this zone and, for
each species, its population size. The population size of species sk in zone zi is
denoted by nik and reserve, R, is considered to protect species sk if and only if the
total population size of species sk in this reserve is greater than or equal to a certain
threshold value, θk. Thus, the interest in protecting reserve, R, is measured by the
quantity Nb2(R) which expresses the number of species whose total population size
in the reserve is greater than or equal to the threshold value (chapter 1, section 1.1).
It is assumed that the movements of the species under consideration are only

FIG. 4.4 – Obtained reserves for 4 instances of Problem I (see table 4.3).

TAB. 4.3 – Results obtained for Problem I of table 4.2 with the compactness criteria No.
1 and No. 2 of table 4.1, and for the instance described in figures 4.2 and 4.3. We consider 2
different values of the minimal number of species to be protected, Ns, 30 and 60. For each pair
(Ns, No. of the compactness criterion) considered, we study 2 values of the compactness
criterion, ρ, that should not be exceeded.

Problem I

Ns No. of the
compactness
criterion
considered

ρ Number
of

selected
zones

Cost of
the

selected
reserve

Number of
protected
species

Actual
value of

the
criterion

Associated
figure

30 1 4 9 62 30 3.6 4.4a
7 8 48 30 6.1 4.4b

2 0.9 20 125 31 0.9 –

1.5 10 68 30 1.5 –

60 1 4 – – – – –

7 26 170 60 6.7 –

2 0.9 32 219 60 0.9 4.4c
1.5 24 159 60 1.5 4.4d

– No feasible solution.
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TAB. 4.4 – Results obtained for Problem II of table 4.2 with the compactness criteria No.
1 and No. 2 of table 4.1, for the instance described in figures 4.2 and 4.3, and when the value
of the available budget, B, is equal to 150. Two values of ρ, the compactness criterion value
that should not be exceeded are studied for each considered compactness criterion.

Problem II

No. of the
compactness
criterion
considered

ρ Number
of

selected
zones

Actual
cost of the
selected
reserve

Number
of

protected
species

Actual
criterion
value

Associated
figure

1 4 14 101 35 3.6 4.5a
7 23 149 57 6.7 4.5b

2 0.9 20 142 41 0.9 –

1.5 24 150 57 1.5 –

(a)  (b) 

FIG. 4.5 – Obtained reserves for 2 instances of Problem II (see table 4.4).

TAB. 4.5 – Results obtained for Problem III of table 4.2 with the compactness criteria No.
1 and No. 2 of table 4.1, for the instance described in figures 4.2 and 4.3, and when the value
of the available budget, B, is equal to 150. We consider 2 different values, 30 and 60, of the
minimal number of species to be protected, Ns.

Problem III

Ns No. of the
compactness
criterion
considered

Number
of

selected
zones

Actual cost
of the
selected
reserve

Number
of

protected
species

Value of
the

criterion

Associated
figure

30 1 11 82 30 3.2 4.6a
2 23 148 31 0.9 4.6c

60 1 25 150 60 7.3 4.6b
2 22 150 60 1.7 4.6d
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possible within the reserve – the outside of the reserve being a too hostile environ-
ment – and these movements are made from a zone of the reserve to an adjacent zone
of this reserve. This notion of adjacency is considered to be the same for all species
considered. To facilitate the presentation of the examples, all the candidate zones
form a grid and two zones are considered adjacent if they share a common side. It is
then assumed, for measuring the length of a route, that the movements are made
gradually from the centre of a zone to the centre of an adjacent zone. We are looking
for a connected and compact reserve. In such a reserve, thanks to connectivity, the
species can circulate throughout the reserve without leaving it (figure 4.7) and,
thanks to compactness, the distance they have to travel within the reserve to get
from one zone to another is not too long. Let us now look at the precise definition of
compactness that we have chosen here.

Compactness. The compactness indicators usually use the Euclidean distance
between zones. This is the case for the criteria No. 1 and No. 3 of section 4.3, and
also for a measure of the compactness of a reserve equal to the radius of the smallest
circle containing the whole reserve (e.g., all the centres of each zone). On the reserve

in figure 4.8, we see that this radius is equal to
ffiffiffi
8

p
and the centre of the
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FIG. 4.7 – The candidate zones form a grid of dimension 8 × 8. Each zone is a square whose
side length is equal to one unit. Among the 64 candidate zones, 17 are selected and form a
connected reserve.

(a) (b) (c) (d)

FIG. 4.6 – Obtained reserves for 4 instances of Problem III (see table 4.5).
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corresponding circle is located in the centre of the zone located at the intersection of
row 5 and column 5. This structural measure may not be relevant from a functional
point of view. Indeed, two zones may be relatively close as the crow flies but distant
when trying to travel from one to the other without leaving the reserve. This is the
case for the two light grey zones of the reserve shown in figure 4.8. The distance to
be covered to join these two zones is equal to 2 units – assuming that the distance
between two adjacent zones is equal to one unit – but the associated route leaves the
reserve. On the other hand, the minimal distance to be covered to join these two
zones without leaving the reserve is equal to 14 units. We will therefore use a more
realistic measure of compactness than the radius of the smallest circle containing the
whole reserve. Denote by R the reserve, i.e., the set of zones that constitute it. Let
dij(R) be the minimal distance that the species must cover to get from zone zi to zone
zj without leaving the reserve. To each zone zi of the reserve R, its eccentricity is
associated. It is denoted by ecc(zi,R) and defined as follows: eccðzi;RÞ ¼
maxfdijðRÞ : zj 2 Rg. The eccentricity of zone zi in reserve R is therefore equal to the
distance – defined above – between zone zi and the zone which is furthest from zi.
Finally, we define the compactness of a reserve by the minimal value of this quantity,
i.e., CompðRÞ ¼ minfeccðzi;RÞ : zi 2 Rg. This measure of the compactness of R is
also called the radius of R. With this definition, the compactness of the reserve
shown in figure 4.8 is equal to 7 – the eccentricity of the zone located at the inter-
section of row 5 and column 6.

Connectivity of the zones outside the reserve. When a set of zones is selected to
form a reserve, it may be desirable, in order to minimize disturbance of the reserve,
to be able to move through all the zones not belonging to the reserve without
crossing it. Indeed, some species and/or their habitats can be very sensitive to
human presence. This is the case, for example, for plant species that are damaged by
trampling (e.g., plants to stabilize dunes), animals whose normal behaviour is easily
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FIG. 4.8 – The candidate zones form a grid of dimension 8 × 8. Each zone is a square whose
side length is equal to one unit. Among the 64 candidate zones, 17 are selected and form a
connected reserve. The structural distance between the 2 zones z33 and z53 is equal to 2 units
while the functional distance between these two zones is equal to 14 units.
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disturbed, or species that are particularly affected by introduced diseases or invasive
species. The zones that do not belong to the reserve are made up of unselected
candidate zones to which one or more zones representing the territory located
outside the candidate zones are added. It is therefore necessary that this set of zones
that do not belong to the reserve be connected. It is assumed here that off-reserve
movements, such as movements within the reserve, can only be made by gradually
moving from one zone to an adjacent one. Consider figure 4.9 where the candidate
zones are represented by a grid of 64 square and identical zones. The selected reserve
contains 18 grey zones. Non-reserve zones are those zones of the grid that are not
selected, to which a zone representing the outside of the grid is added. Zones of the
grid that touch the outside of the grid are considered to be adjacent to the zone
representing the outside of the grid. The reserve shown in this figure is not an
admissible reserve because it is impossible, for example, to join the two zones
marked with a “x” without crossing the reserve.

On the other hand, the reserve shown in figure 4.10 is admissible since it is
possible to move to all the zones outside the reserve – including the zone outside the
grid – without crossing the reserve.

Some definitions of graph theory (see appendix at the end of the book). Let
G = (V, E) be a connected graph where V = {v1, v2,…, vn} is the set of vertices and
E is the set of edges. Denote by dij the length of the minimal length chain connecting
vertices vi and vj. The eccentricity of vertex vi, eccðviÞ, is equal to the quantity
maxj:vj2V dij . The centre of G is, by definition, a vertex of minimal eccentricity and
its eccentricity is called the radius of the graph. In other words, the radius is the
smallest possible value that satisfies the following property: the distance between a
vertex – to be determined – and any other vertex is less than or equal to this value.
A connected graph has one or more centres. The graph in figure 4.11 includes 3
centres, v2, v5, and v8.

A tree is a connected graph without cycles. To work on a tree, it can be inter-
esting to particularize one of its vertices to make it a root. For tree A of root r, the
father of vertex v is the vertex adjacent to v and belonging to the chain connecting
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FIG. 4.9 – The 64 candidate zones form a grid of size 8 × 8. 18 zones are selected to form a
connected reserve. This reserve is not admissible because the zones that are not affected to the
reserve are not all connected.
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the root to v. Root r is the only vertex of A without a father. The sons of a vertex
v are the vertices adjacent to v that are not the father of v. A leaf of A is a vertex
without sons and its degree is therefore equal to 1. The height of A, that we denote
by h(A), is the length of the chain of maximal length that connects the root to a leaf.
If all the edges of A are transformed into arcs oriented from the chosen root, r,
towards the leaves, we obtain an arborescence. A spanning tree of G = (V, E), is a
tree whose all edges belong to G, and which connects – covers or spans – all the
vertices of G. A spanning tree of G is therefore a tree, A = (V, EA), such that EA
�E. An induced sub-graph of G is a sub-graph of G defined by a subset of vertices of
V. More precisely, H is an induced sub-graph of G if, for any pair of vertices {vi, vj} of
H, vi is connected to vj by an edge of H if and only if vi is connected to vj by an edge
of G.
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FIG. 4.10 – The 64 candidate zones form a grid of size 8 × 8. 20 zones are selected to form a
connected reserve. This reserve is admissible because the zones that are not affected to the
reserve are all connected – possibly through the zone outside the grid.
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FIG. 4.11 – A connected graph, of radius 2, whose centres are v2, v5, and v8. The edges drawn
in bold define a spanning tree of height 2 if v5 is selected as the root of this tree.
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The above definitions allow us to state Property 4.1 below that we use in the
formulation of the problem.

Property 4.1. The radius of a connected graph G is less than or equal to ρ if and
only if G admits a spanning tree with a height less than or equal to ρ.

Proof. If G admits a spanning tree of height less than or equal to ρ, then the
eccentricity of its root, in G, is less than or equal to ρ, and the radius of G is,
therefore, itself less than or equal to ρ. Conversely, if the radius of G is less than or
equal to ρ, the graph composed of the shortest chains connecting a centre of G to all
the other vertices of G is, by definition, a spanning tree with a height less than or
equal to ρ.

Expression of the problem in terms of graphs. Let us associate to the set of can-
didate zones Z={z1, z2,…, zn} a non-oriented graph whose vertices are Z = {1, 2,
…, n} and such that there is an edge between vertex i and vertex j if two zones zi and
zj are adjacent. Defining a reserve whose compactness is less than or equal to ρ
consists in selecting a subset of zones, i.e., a subset of vertices of the graph associated
with the candidate zones, such that the sub-graph induced by this subset is con-
nected and with a radius less than or equal to ρ. With each vertex of the graph –

candidate zone – is associated a cost and the cost of a sub-graph is equal, by
definition, to the sum of the costs of its vertices.

The problem can then be formulated as follows: determine a subset of vertices,
with a cost less than or equal to the available budget, B, which induces a connected
sub-graph of radius less than or equal to ρ and which allows the greatest possible
number of species to be protected. Using property 4.1 above, the problem can be
reformulated as follows: determine a subset of vertices, of cost less than or equal to
the available budget, B, which admits a spanning tree with a height less than or
equal to ρ, and which allows the greatest possible number of species to be protected.
The consideration of the connectivity constraint for zones not belonging to the
reserve is considered later in section 4.5.2.

4.5.1 Mathematical Programming Formulation

The Boolean variables tih; i 2 Z ; h ¼ 1;:::; qþ 1, are used, which take the value 1 if
and only if zone zi is selected and assigned to level h of the searched spanning tree.
Level 1 corresponds to the root of the tree and the vertices of level h + 1 are
connected to the root by a chain of length h. Thus, tih = 1 implies that there is a
chain, of length less than or equal to h−1, from zi to the root and passing only
through the selected vertices. We also use the Boolean variables yk ; k 2 S , which
take the value 1 if and only if species sk is protected by the selected reserve. In other
words, and taking into account the conditions for a species to be protected, yk = 1 if
and only if the total population size of species sk present in the zones selected to form
the reserve is greater than or equal to the threshold value, hk . To simplify the
presentation, we also use the working Boolean variables xi which can be simply
expressed as a function of variables tih and which take the value 1 if and only if zone
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zi is affected to the reserve. We can now formulate the problem as the linear program
in Boolean variables P4.6.

P4:6 :

max
P
k2S

wkyk

s.t:

xi ¼
Pqþ 1

h¼1
tih i 2 Z ð4:6:1Þ

hkyk �
P
i 2Z

nikxi k 2 S ð4:6:2Þ
P
i2Z

ti1 ¼ 1 ð4:6:3Þ

tih �
P

j2Adji
tj;h�1 i 2 Z ; h ¼ 2;. . .; qþ 1 ð4:6:4Þ

P
i2Z

cixi �B ð4:6:5Þ

xi 2 f0; 1g i 2 Z ð4:6:6Þ

tih 2 f0; 1g i 2 Z ; h ¼ 1;. . .; qþ 1 ð4:6:7Þ

yk 2 f0; 1g k 2 S ð4:6:8Þ

�������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

The economic function measures the weighted number of protected species – wk

refers to the weight associated with species sk. Indeed, due to constraints 4.6.2, the
Boolean variable yk is necessarily equal to 0 if the total population size of species sk
in the reserve is lower than the threshold value, hk . Otherwise, it takes the value 1 –

at the optimum of P4.6 – since the aim is to maximize the value of the economic
function. Constraints 4.6.1 express variables xi as a function of variables tih: xi = 1 if
and only if zone zi is assigned to one (and only one) of the ρ + 1 levels of the tree.
Constraint 4.6.3 corresponds to the choice of the root vertex: the root must be
chosen in one and only one vertex. According to constraints 4.6.4, if zone zi is
selected and assigned to level h of the tree, then at least one of its adjacent zones
must be selected and assigned to level h−1. Adji refers to all the indices of the zones
adjacent to zone zi. Constraint 4.6.5 expresses the budgetary constraint. Finally,
constraints 4.6.6–4.6.8 specify the Boolean nature of all variables in program P4.6.

4.5.2 Connectivity of Zones Outside the Reserve

To determine an optimal reserve that takes this constraint into account, we can
proceed as follows: (1) solve P4.6 without taking it into account, (2) if the constraint
is satisfied by the solution obtained, then this solution is the optimal solution to the
problem, (3) if not, solve P4.6 again, but with an additional constraint to prohibit
the obtained configuration. The process is repeated until an admissible reserve is
obtained. Computational experiments have shown that, at least under our experi-
mental conditions, an admissible reserve is obtained directly – i.e., by solving P4.6
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once – in more than one case out of three and that if this is not the case, a few
iterations are sufficient to obtain an admissible solution. Let us look more precisely
at a way of implementing point (3). Given a reserve, a set of “isolated” zones is
defined as a set of candidate zones, not belonging to the reserve, in one piece –

connected – that cannot be reached from outside the grid without crossing the
reserve and that is maximal in the inclusion sense. A set of “isolating” zones is
associated with any set of isolated zones as follows: any reserve containing all the
zones of the set of isolating zones is admissible only if it contains all the zones of the
set of isolated zones. In fact, we associate to any subset of isolated zones a set of
isolating zones, minimal in the inclusion sense. If Za denotes a set of isolated zones
and Zb, the set of isolating zones associated with Za, then any admissible reserve
must satisfy constraint C4.11. It should be noted that the reserve that had been
obtained is no longer admissible.

C4:11 :
X

i : zi2Za

xi � Zaj j 1�
X

i : zi2Zb

ð1� xiÞ
 !

:

Indeed, if all the zones of the set of isolating zones are selected, constraint C4.11

becomes
P

i : zi2Za xi � jZaj and imposes that all the zones of the set of isolated
zones are selected in the reserve. On the contrary, if q ð� 1Þ zones of the set of
isolating zones are not selected, this constraint becomes

P
i : zi2Za xi � jZaj ð1� qÞ

and is then inactive – always satisfied.
In summary, if the solution obtained by P4.6 corresponds to a reserve with at

least one set of isolated zones, it is necessary to add constraint C4.11 to the program
and solve it again. The process must then be iterated – keeping the constraints
already added – until a reserve is obtained without a set of isolated zones. Let us
again take the example of figure 4.9 and assume that the resolution of P4.6 results in
the reserve of this figure. It is then necessary to add to P4.6 the constraint
x45 þ x46 � 2 ð1þ x35 þ x36 þ x44 þ x47 þ x55 þ x56 � 6Þ.

4.5.3 Computational Experiments

In order to test the effectiveness of the approach, we considered different instances of
the problem and solved them with the mathematical program P4.6. We considered
hypothetical instances constructed from a set of zones forming a grid of 20� 20
identical square zones whose length of sides is equal to one unit, and 100 hypo-
thetical species, which are divided into 3 groups whose weight in the economic
function is equal to 10, 5, and 1, respectively.

� Group I (species numbered 1 to 20): These species are rare; they are present in
only 10% of the candidate zones and their presence is randomly selected.

� Group II (species numbered 21 to 50): These species are relatively rare; they are
present in only 20% of the candidate zones and their presence is randomly
selected.
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� Group III (species numbered 51 to 100): These species are relatively common;
they are present in 30% of the candidate zones and their presence is randomly
selected.

For each species present in a zone, its population size in that zone is chosen at
random according to the uniform law, between 5 and 10 units. In order to simplify
the presentation, the minimal size of the total population necessary for the survival
of each of the 100 species considered is set to 25. The distance between two adjacent
zones is equal to the distance between their centres, i.e., one unit. The costs asso-
ciated with each zone are randomly selected, according to the uniform law, between
5 and 20 units. With regard to compactness, 5 values of ρ are considered, 4, 5, 6, 7,
and 8, and for each of these values, 3 values of the available budget, B, are con-
sidered, 150, 300, and 450. We also randomly select 3 zones that must necessarily
belong to the reserve and, on the contrary, 20 zones that cannot be included in it.
With these values, the reserves obtained allow for the protection of 0–100 species
and the value of the economic function – the weighted number of protected species –
varies from 0 to 400. The computation results are presented in table 4.6. All the
instances considered could be solved. When ρ = 3, there are no admissible reserves,
regardless of the value of B considered, and the resolution of P4.6 for these 3 values of
B requires less than one second of computation. As expected, the resolution of P4.6 is
very fast for small radius values, ρ, and slower for large values. Indeed, the number of
Boolean variables tijh – associated with zone zij and level h – increases rapidly with
the value of ρ; in our experiments, this number is equal to 400(ρ + 1). Several hours
of computation are required to solve the problem when ρ = 8 and B = 300. It can
also be seen that, for any fixed value of the radius, the CPU time increases with the
budget up to a certain value and then decreases. The resolution of program P4.6

provides, for 9 instances out of 15, a reserve with at least one enclave – zones outside
the reserve and isolated. The results presented in table 4.6 show that, for these 9
instances, only a few iterations are sufficient to determine a reserve without an
enclave. They also show that taking into account the connectivity constraint for the
zones outside the reserve deteriorates only slightly the value of the economic func-
tion. Figure 4.12a shows the reserve obtained by solving P4.6 with ρ = 6 and
B = 300 without taking into account the connectivity constraint for the zones
outside the reserve. We see that zone z66 is isolated. Figure 4.12b shows the optimal
reserve without an enclave. Respecting the “no enclave” constraint does not sig-
nificantly penalize the value of the solution: it decreases by only 5 units out of 310 –

less than 2%. On the other hand, the structure of the reserve has been profoundly
modified. A table such as table 4.6 can help a decision-maker to choose the level of
compactness of the envisaged reserve. In this example, if he/she can only use a
budget of 150 units, he/she can afford to look for a very compact reserve. Indeed, in
this case, the compactness constraint does not influence the optimal value of the
weighted number of protected species. In contrast, if he/she has a larger budget,
such as 300 units, he/she must deal with a compromise between the compactness
and the weighted number of protected species.

Compactness 77



TAB. 4.6 – Results obtained by solving program P4.6 for hypothetical instances, constructed from a grid 20� 20 with 100 hypothetical species,
when hk ¼ 25 for all k 2 S .

ρ B Number of protected
species in each group

(I, II, III)

Economic
function
value

CPU
time
(s)

Presence of
enclaves in the
obtained reserve

Number of iterations to
obtain a reserve
without enclaves

Final value of
the economic

function

Additional
CPU time

(s)

4 150 1, 11, 37 102 1 No – – –

300 7, 25, 50 245 1 Yes 4 235 3
450 8, 30, 50 280 1 Yes 2 270 1

5 150 1, 11, 37 102 3 No – – –

300 10, 28, 50 290 11 Yes 1 290 4
450 16, 30, 50 360 1 Yes 3 350 3

6 150 1, 11, 37 102 8 No – – –

300 11, 30, 50 310 174 Yes 2 305 292
450 20, 30, 50 400 3 Yes 5 390 28

7 150 1, 11, 37 102 24 No – – –

300 13, 28, 50 320 1,046 Yes 1 320 881
450 20, 30, 50 400 3 Yes 2 400 7

8 150 1, 11, 37 102 207 No – – –

300 13, 30, 50 330 10,267 Yes 3 325 27,292
450 20, 30, 50 400 5 No – – –
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Chapter 5

Other Spatial Aspects

5.1 Introduction
Chapters 2, 3 and 4 cover the most common spatial aspects involved in reserve
design: fragmentation, connectivity, and compactness. In this chapter, we are
interested in other spatial aspects involved in the design and management of a
reserve. In section 5.2, we distinguish, among the zones of a reserve, those that can
be considered as belonging to a central part and those that can be considered as
belonging to a buffer part. We also associate two types of species with this kind of
reserve: those that can live either in the central part or in the buffer part and those
that can only live in the central part. In sections 5.3 and 5.4, we are interested in
protecting species living in forests benefiting from a degree of management by also
distinguishing several types of species: those that live mainly in forest parcels where
the wood has been harvested – cut – those that live mainly on the edge, i.e., at the
border between a cut and an uncut parcel, and those that live in an uncut parcel
network. Finally, in section 5.5, we look at the classic problem of selecting zones from
a set of candidate zones in order to constitute a reserve, but here the definition of the
candidate zones implies that not all of these zones are necessarily two-by-two
disjoined. The protection of one zone can, therefore, automatically lead to the
protection of part of another zone.

5.2 Reserve with Central Part and Buffer Part
In this section, we consider reserves formed by two parts: a “central” part and a
“non-central” part. A zone of the reserve is said to be in the central part if it is “far
enough” from the outside of the reserve. This central part is thus protected from the
negative effects of activities outside the reserve. It can also simply, by being far
enough from the outside of the reserve, ensures a certain climate in this part (heat,
sunshine, humidity). The central part, which can be considered as the core of the
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reserve, therefore has no common border with the outside of the reserve. To be
ecologically effective, taking into account the conservation objectives, the
non-central part, called the buffer part, must be large enough. The distance that
must be maintained between the part considered as central and the outside of the
reserve depends on (1) the species that are to be protected in that central part,
(2) the nature of the activities that take place outside the reserve, and (3) the ability
of the buffer part to protect the central part from the effects of these activities. For
example, the topography of the reserve can be taken into account. The buffer part
completely surrounds the central part. The biodiversity protection within the buffer
part itself may be relatively limited. On the other hand, this buffer part, which
provides additional protection for the zones of the central part, may be fundamental
for the protection of biodiversity in the central part. It should be noted that certain
activities incompatible with the protection of biodiversity in the central part may be
authorized in the buffer part.

Example 5.1. Let us consider a set of candidate zones represented by a grid of
15� 15 square and identical zones whose side lengths are equal to one unit.
Figure 5.1 shows 2 reserves, defined on this grid, with a central part and a buffer
part. In both cases, according to its definition, the central part never touches the
outside of the reserve but, in case (b), the buffer part is larger than in case (a).
Indeed, in case (a) the smallest distance separating a point of the reserve from a
point outside it is equal to one unit. In case (b), this distance is equal to two units.
The area of the reserve allocated to the buffer part depends, as we have said, on the
desired level of protection for the central part but also on the size and shape of the
reserve. Proportionally, the area of the buffer part is larger for a small and/or
non-compact reserve than for a large and/or compact reserve. Figure 5.2 illustrates
that for two relatively compact reserves, the buffer part is proportionally smaller in a
large reserve than in a small one. In case (a), the area of the buffer part represents
about 50% of the reserve while in case (b), it represents 60%.

(a) (b)

FIG. 5.1 – Two examples of reserves including a central part and a buffer part. The zones in
the central part are shown in black and those in the buffer part are shown in grey. In case (b),
the buffer part is larger than in case (a).
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From a species protection perspective, the zones in the central part of the reserve
can be considered to be used to protect threatened species and the buffer part can be
considered to only provide additional protection to the zones in the central part. It
can also be considered that the characteristics of the buffer part are favourable to
certain species and that these species are, therefore, protected if they live in the
buffer part. These species can also generally be considered as protected if they live in
the central part. In addition, as mentioned above, certain activities may be
authorized in the buffer part, such as forest harvesting, environmentally friendly
farming, and recreational activities.

5.2.1 Minimal Cost Protection of All the Considered
Species

We examine here the selection of reserves with central parts and buffer parts. As in
the previous chapters, we consider a set of candidate zones, Z = {z1, z2,…, zn}, and
we denote by Z the set of corresponding indices. To simplify the presentation, a zone
of the reserve is considered to be in the central part if it is completely surrounded by
other zones of the reserve. It should be noted that the model studied in the following
could very easily be adapted to different and/or more elaborate definitions of the
central part. We also consider a set of species to be protected, S = {s1, s2,…, sm}.
This set is divided into two groups, S1 and S2. To be protected, a species of the group
S1 must occur in at least one protected zone belonging to the central part and a
species of the group S2 must occur in at least one protected zone belonging either to
the central part or to the buffer part. We denote by S1 and S2 the set of indices
corresponding to the sets of species S1 and S2, respectively. As mentioned above, a
selected zone is considered to be in the central part of the reserve if all the sur-
rounding zones have also been selected, either in the central part or in the buffer

(a) (b)

FIG. 5.2 – Two examples of reserves of different sizes including a central part and a buffer
part. The zones in the central part are shown in black and those in the buffer part are shown in
grey. Proportionally, the buffer part in case (b) is larger than in case (a).
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part. Several problems may arise with regard to the protection of the species under
consideration. The problem here is to determine a subset of zones, of minimal cost,
that can protect all the species. For each zone, we know the list of the species present
in that zone. If this zone is protected and is located in the central part, it is con-
sidered to ensure the protection of all the species of this list; if this zone is protected
and is located in the buffer part, it is considered to only ensure the protection of the
species of the list belonging to the group S2. We denote by Zk the set of zones hosting
species sk, and Zk, the set of corresponding indices.

5.2.2 Mathematical Programming Formulation

Consider the Boolean variable ti; i 2 Z , which is equal to 1 if and only if zone zi is
selected and belongs to the central part of the reserve, and the Boolean variable xi,
which is equal to 1 if and only if zone zi is selected and belongs either to the buffer
part or to the central part. Thus, variable xi is equal to 1 if and only if zone zi is
selected to form the reserve. It should be noted that the reserve may be made up
of several separate “sub-reserves”. In this case, there will be several central parts
and several buffer parts. Let ZC�Z be the set of indices of the candidate zones for
the central parts and I i�Z the set formed by the index i and the set of indices of
the neighbouring zones of zone zi, and which must be selected, either in a
central part or in a buffer part, to give zone zi the status of a zone belonging to a
central part. The problem can be formulated as the linear program in Boolean
variables P5.1.

P5:1 :

min
P
i2Z

cixi

s.t:

P
i2Zk

ti � 1 k 2 S1 ð5:1:1Þ j ti 2 0; 1f g i 2 ZC ð5:1:4Þ
P
i2Zk

xi � 1 k 2 S2 ð5:1:2Þ j xi 2 0; 1f g i 2 Z ð5:1:5Þ

ti � xj i 2 ZC; j 2 I i ð5:1:3Þ j

���������

8>>>>>>>><
>>>>>>>>:

The economic function expresses the total cost of the reserve. Constraints 5.1.1
express that, for each species sk of group S1, at least one of the zones hosting that
species must be, on the one hand, retained in the reserve and, on the other hand,
located in the central part of that reserve. Constraints 5.1.2 express that, for each
species sk of group S2, at least one of the zones hosting that species must be retained
in the reserve, i.e., located either in the central part or in the buffer part. Constraints
5.1.3 express that if zone zi is retained to constitute the central part of the reserve
then all the surrounding zones, i.e., all zones zj, j 2 I i, must also be retained in the
reserve, either in the central part or in the buffer part. Constraints 5.1.4 and 5.1.5
specify the Boolean nature of variables ti and xi.
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5.2.3 Example

Consider a set of 100 candidate zones for protection represented by a grid of 10� 10
square and identical zones (figure 5.3). It is considered here that a retained zone
belongs to the central part of the reserve if and only if the 8 surrounding zones are
also part of the reserve. This example concerns 10 species and figure 5.3 shows the
names of the species that are hosted by each of the zones, and also the cost of
protecting these zones.

The group of species S1, i.e., those species which, in order to be protected,
require to be present in at least one zone of the central part of the reserve, consists of
the 3 species s1, s2, and s3; the group S2 consists of the other 7 species, s4, s5, s6, s7,
s8, s9, and s10. Recall that the problem considered is to determine a subset of zones,
of minimal cost, that allows all the species to be protected.

The optimal reserve is shown in figure 5.4. Its cost is 113 units; it is made up of
two parts, not connected, comprising a total of 24 zones, 3 of which are located in a
central part. For example, zone z99 is in the central part because the 8 surrounding
zones, z88, z89, z8,10, z98, z9,10, z10,8, z10,9, and z10,10 are part of the reserve.
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FIG. 5.3 – A set of 100 candidate zones for protection and, for each zone, the species that
are present and the cost associated with the protection of the zone. For example, the zone at
the intersection of row 8 and column 7 contains species s9 and s10, and the cost of its
protection is 6.
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5.3 Edge Effect in Forest Exploitation
Sustainable forest management has economic, environmental and human well-being
aspects. Since 1992, this concept has been clarified by international conferences and
France has included it in the 2001 Forest Policy Act: “Sustainable forest manage-
ment guarantees their biological diversity, productivity, regeneration capacity,
vitality and ability to satisfy, now and in the future, relevant economic, ecological
and social functions, at the local, national and international levels, without causing
damage to other ecosystems”. There are many publications on the subject involving
the notion of optimization. Below, we study, as an example, a sustainable forest
management problem that takes into account the impact of edges in the protection
of certain species and is presented by Hof and Bevers (1998). This problem is about
how to exploit the forest, more precisely how to harvest it, in order to protect two
species as efficiently as possible, knowing that the harvested zones constitute a
habitat favourable for the former and that boundaries between harvested and
non-harvested zones – the edges – constitute a favourable habitat for the latter.
Other criteria could easily be added to determine an optimal forest harvesting
strategy such as, for example, income from harvested timber.
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FIG. 5.4 – Optimal reserve that allows all the species to be protected for the instance
described in figure 5.3. The 3 zones located in the central part of the reserve are represented in
black and allow species s1, s2, and s3 to be protected.
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5.3.1 Optimal Protection of Two Species

We consider a set, Z, of forest zones – or parcels – that are square and identical,
represented by a grid of nr rows and nc columns and two species, s1 and s2. Denote
by zij the zone at the intersection of row i and column j, l the side length of the zones
and Z, the set of index pairs associated with the zones, i.e., Z ¼ f1;:::; nrg�
f1;:::; ncg. The habitat of species s1 is mainly in cut zones and the habitat of species
s2 is mainly in the edges between cut and uncut zones. For example, the goshawk
population likes this edge habitat, in the vicinity of which there are open zones
where it can hunt small mammals living in the same habitat. To simplify the pre-
sentation, it is considered that all the zones represented by the grid are initially
uncut and that the zone outside the grid is a cut zone. The total expected popu-
lation size of species s1 in each cut (resp. uncut) zone zij is equal to nij (resp. 0). The
total expected population size of species s2 is equal to gL where g refers to the
expected population size of species s2 for each kilometre of edge and L to the total
edge length taking into account the cuts made. The problem is to determine the
zones to be cut and the zones to be left as they are in order to maximize the weighted
sum of the total population sizes of species s1 and s2. The weighting reflects the
different importance given to the two species. The weight w1 is assigned to the
population of species s1 and weight w2 to the population of species s2.

5.3.2 Mathematical Programming Formulation

First, let us give the formulation proposed by Hof and Bevers (1998). These authors
associate to each zone zij the Boolean variable xij which is equal to 1 if and only if the
zone is not cut. They also associate to each zone zij the additional positive or zero
variable dij, which represents the number of sides of this zone – from 0 to 4 – that do
not form part of the edge when this zone is uncut; in the case where zone zij is cut,
variable dij is equal to 0. Finally, these authors formulate the problem as the
mixed-integer linear program P5.2.

P5:2 :

max w1
P

ði;jÞ 2 Z
nijð1� xijÞþw2gl

P
ði;jÞ 2 Z

ð4xij � dijÞ

s.t:

dij �
P

ðk;lÞ2Adjij
xkl � Adjij

�� �� ð1� xijÞ ði; jÞ 2 Z ð5:2:1Þ

dij � 0
ði; jÞ 2 Z ð5:2:2Þ

xij 2 0; 1f g ði; jÞ 2 Z ð5:2:3Þ

����������

8>>>>>>>>><
>>>>>>>>>:

In program P5.2, Adjij refers to the set of couples (k, l) such that zone zkl is
adjacent to zone zij. Remember that w1 and w2 are the weighting coefficients and l is
the side length of each parcel. The first part of the economic function expresses the
total weighted population size of species s1. Indeed, the total population size of this
species in zone zij is equal to nij if the parcel zij is cut – xij = 0 – and to zero if the
parcel is not cut – xij = 1. The second part of the economic function expresses the
weighted total population size of species s2 since the total length of the edge can be
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calculated by summing, on all uncut zones, the zone’s contribution to this edge.
We can verify that with the definition of variable dij, the contribution of the uncut
zone zij to the length of the edge is equal to 4xij−dij. The total length of the edge is
therefore equal to l

P
ði;jÞ 2 Z ð4xij � dijÞ and the total population size of species s2 is

therefore equal to this last quantity multiplied by g. Let us now examine the
behaviour of the positive or zero variable dij in relation to the Boolean variable xij.
Because of the economic function to be maximized, variable dij takes, at the opti-
mum of P5.2, the smallest possible value, i.e., because of constraints 5.2.1 and 5.2.2,

the value max
P

ðk;lÞ2Adjij xkl � Adjij
�� �� ð1� xijÞ; 0

n o
. If zone zij is not cut – xij = 1 –

variable dij is equal to
P

ðk;lÞ2Adjij xkl , i.e., the number of uncut zones adjacent to zij. If

zone zij is cut – xij = 0 – dij ¼ max
P

ðk;lÞ2Adjij
xkl � Adjij

�� ��; 0
n o

, which implies

dij = 0. This means that, if zone zij is cut, its contribution to the edge length is equal
to 0. Finally, the quantity 4xij−dij is well equal to the number of sides of zone zij that
are part of the edge when this zone is uncut and to 0, when this zone is cut.

We propose below an alternative formulation of the problem, based on the fol-
lowing observation: an edge separating two zones, zij and zkl, is to be taken into
account in the calculation of the edge length if and only if zone zij is cut while zone zkl
is not or if it is the opposite. In order not to count the same edge several times, only
the following two adjacent zones are considered for any zone zij: the one located “to
the right” of zij and the one located “under” zij. As in the previous formulation, with
each zone zij is associated the Boolean variable xij which is equal to 1 if and only if
the zone is uncut. The problem can then be formulated as the non-linear program in
Boolean variables P5.3.

P5:3 :

max w1
P

ði;jÞ 2 Z
nijð1� xijÞ

þw2gl
� P

ði;j;k;lÞ 2P
ðxij þ xkl � 2xijxklÞþ

P
ði;jÞ 2Q

xij þ
P

ði;jÞ 2U
xij

�

s.t: xij 2 f0; 1g ði; jÞ 2 Z ð5:3:1Þj

8>>>>><
>>>>>:

where P ¼ fði; j; k; lÞ 2 Z2 : ðk; lÞ ¼ ðiþ 1; jÞ or ðk; lÞ ¼ ði; j þ 1Þg, Q ¼ fði; jÞ 2 ðM
�N Þ : i ¼ 1 or i ¼ n or j ¼ 1 or j ¼ mg, and U ¼ fð1; 1Þ; ð1;mÞ; ðn; 1Þ; ðn;mÞg.

The first part of the economic function is identical to that of P5.2. Let us look at
the second part. Consider two zones, zij and zkl, zkl being adjacent to zij and located
to the right or below it. Let us check that the quantity is indeed equal to the number
of sides to be taken into account – 0 or 1 – in the edge possibly generated by the
adjacency of zones zij and zkl. This is indeed the case since if these 2 zones are not
cut, this quantity is equal to 1 + 1−2 = 0, if these two zones are cut, it is equal to
0 + 0−0 = 0 and, finally, if one of the zones is cut and the other not, it is equal to
1 + 0−0 = 1 or 0 + 1−0 = 1. The quantity

P
ði;j;k;lÞ2P ðxij þ xkl � 2xijxklÞ is therefore

well equal to the number of sides belonging to the edge and coming from the
adjacency of all the pairs of zones. To count the total number of sides belonging to
the edge, it is still necessary to take into account the uncut zones that are adjacent
to the outside of the grid. Since the zone outside the grid is considered a cut zone, it
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is easy to verify that the number of sides belonging to these zones and forming part
of the edge is equal to

P
ði;jÞ2Q xij þ

P
ði;jÞ2U xij . It must be taken into account that if

the zones zij, ði; jÞ 2 U , are not cut, two of their sides belong to the edge between
these zones and the outside of the grid.

The advantage of this formulation is that the matrix of constraints associated with
its classic linearization is totally unimodular (TU), which is not the casewith thematrix
of constraints associated with program P5.2 (see appendix at the end of the book). The
classic linearization of P5.3 consists in replacing the products xijxkl by variables yijkl and
adding the linear constraints 1� xij � xkl þ yijkl � 0 and yijkl � 0 to force the equality
yijkl = xijxkl at the optimum (see appendix at the end of the book). We show that the
constraint matrix of this linearization is TU, based on the fact that the vertex-edge
incidence matrix of a bipartite graph is TU (see, for example, Nemhauser & Wolsey,
1988). This formulation, therefore, allows large-sized instances of the problem to be
solved without difficulty. Let us examine this second formulation of the problem; it is
written as the mixed-integer linear program P5.4.

P5:4 :

maxw1
P

ði;jÞ 2Z
nijð1� xijÞ

þw2gl
P

ði;j;k;lÞ2P
ðxij þ xkl � 2yijklÞþ

P
ði;jÞ2Q

xij þ
P

ði;jÞ2U
xij

 !

s.t:

1� xij � xkl þ yijkl � 0 ði; j; k; lÞ 2 P ð5:4:1Þ
yijkl � 0 ði; j; k; lÞ 2 P ð5:4:2Þ
xij 2 0; 1f g ði; jÞ 2 Z ð5:4:3Þ

�������

8>>>>>>>>>><
>>>>>>>>>>:

Let us study the matrix A associated with the set of constraints C5.1 below and
derived from constraints 5.4.1 and 5.4.3.

C5:1 :
xij þ xkl � yijkl � 1 ði; j; k; lÞ 2 P
xij � 1 ði; jÞ 2 Z

�

The matrix A is composed of the three sub-matrices, B, C, and D: A ¼ B Cj
D

� �

(figure 5.5). Let G ¼ ðZ ;EÞ be the graph defined as follows: with each zone zij of Z is
associated a vertex, and two vertices, (i, j) and (k, l), are connected by an edge if and
only if the two zones zij and zkl have a common side. This graph is a grid and,
therefore, a bipartite graph (figure 5.6). Matrix B is the transposed matrix of the
vertex-edge incidence matrix of the graph; it is therefore TU. Each column in matrix
C has a single non-zero element that is equal to −1. Using calculation of matrix
determinants (expansion by cofactors), it can be shown that the determinant of any
square sub-matrix of (B, C) belongs to {−1, 0, 1}. (B, C) is therefore TU. Similarly,

each row of D has a single non-zero element that is equal to 1; the matrix B Cj
D

� �
is

therefore TU. Recall that the minor, Mij, of a square matrix M is the determinant of
the matrix obtained by eliminating the ith row and the jth column of M. The
cofactor, Cij, of the matrix M is defined by Cij = (−1)i+jMij.
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In conclusion, since (1) matrix A associated with the constraints of P5.4 is TU
and (2) the vector of the second members of the constraint set C5.1 is an integer
vector, the problem considered can be formulated as the linear program in real
variables P5.5 which corresponds to program P5.4 in which the integrality constraint
has been relaxed.

11x ijx klx mnx 1112y ijkly nmnmy ,,1,

-1

1 1 -1

B C
-1

1

1

D
1

1

FIG. 5.5 – The non-zero terms of the matrix, A, i.e., the matrix corresponding to the set of
inequalities C5.1: xij þ xkl � yijkl � 1, ði; j; k; lÞ 2 P, and xij � 1, ði; jÞ 2 Z .
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FIG. 5.6 – Graph associated with a grid with 5 rows and 7 columns. The edges are represented
by bold lines and the vertices by black circles.
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P5:5 :

maxw1
P

ði;jÞ 2Z
nijð1� xijÞ

þw2gl
P

ði;j;k;lÞ 2P
ðxij þ xkl � 2yijklÞþ

P
ði;jÞ 2Q

xij þ
P

ði;jÞ 2U
xij

 !

s.t:

1� xij � xkl þ yijkl � 0 ði; j; k; lÞ 2 P ð5:5:1Þ
yijkl � 0 ði; j; k; lÞ 2 P ð5:5:2Þ
0� xij � 1 ði; jÞ 2 Z ð5:5:3Þ

�������

8>>>>>>>>>><
>>>>>>>>>>:

5.3.3 Examples

Example A. Consider the instance represented by a grid of 5� 5 square and iden-
tical zones (figure 5.7a). The values nij are indicated in each zone of the grid. The
side length of each zone is equal to 3 units, the weights associated with species s1 and
s2 are equal to 2 and 1, respectively, and the coefficient g is equal to 1.26157. The
solution is given in figure 5.7b in which the uncut zones are shown in grey. In this
solution, 5 zones are uncut, the number of species s1 is equal to 191, the number of
species s2 is equal to 60.56, the number of sides belonging to the edge is equal to 16
and the value of the economic function is equal to 442.56.

Example B. Consider a second instance represented by a grid of 10� 10 identical
square zones and presented in figure 5.8. The values nij are indicated in each zone of
the grid. The side length of each zone is equal to 3 units, the weights associated with
species s1 and s2 are respectively equal to 1 and 5, and the coefficient g is equal to
1.26157.

The optimal solution for this instance is given in figure 5.9a in which the uncut zones
are shown in grey. In this solution, 21 zones are uncut, the number of species s1 is

(a)
1 2 3 4 5

(b)
1 2 3 4 5

1 10 10 10 1 10 1

2 10 10 1 1 10 2

3 10 10 1 10 10 3

4 1 10 10 10 10 4

5 1 10 10 10 10 5

FIG. 5.7 – A hypothetical forest massif represented by a grid of 5� 5 square and identical
zones. (a) The values nij are given in each zone. (b) Cut – white – and uncut – grey – zones in
an optimal solution.
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6,630, the number of species s2 is 317.92, the number of sides belonging to the edge is
84 and the value of the economic function is 8,219.58.

Example C. Now consider the same instance as in Example B above but with the
following additional constraint: the number of uncut zones must be greater than or
equal to 60. Adding this constraint causes the loss of the TU property of the con-
straint matrix associated with this variant of the initial problem. To solve it, it is
therefore necessary to solve the mathematical program P5.4 to which is added
the constraint

P
ði;jÞ 2Z xij � 60: The optimal solution of this instance is given by

figure 5.9b in which the uncut zones are represented in grey. In this solution, 60 zones

1 2 3 4 5 6 7 8 9 10

1 84 68 97 98 64 89 82 71 74 76

2 87 83 98 75 60 90 78 67 92 94

3 84 68 70 81 67 61 73 92 86 90

4 79 62 86 79 73 84 76 98 84 90

5 62 72 66 72 92 80 71 91 87 70

6 85 77 63 93 90 94 76 81 99 98

7 76 63 66 84 94 93 72 92 79 65

8 76 63 92 69 60 88 79 93 66 73

9 92 82 77 72 77 81 89 95 80 80

10 88 89 83 86 69 78 91 64 94 92

FIG. 5.8 – A hypothetical forest massif represented by a grid of 10� 10 square and identical
zones. The values nij are given in each zone.

FIG. 5.9 – (a) Cut zones – in white – and uncut zones – in grey – in an optimal solution of the
instance described in figure 5.8; (b) Cut zones – in white – and uncut zones – in grey – in an
optimal solution of the instance described in figure 5.8 in the case where the number of uncut
zones must be greater than or equal to 60.
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are uncut, the number of species s1 is 3,272, the number of species s2 is 696.39, the
number of sides belonging to the edge is 184 and the value of the economic function
is 6,753.93.

5.4 Connectivity Properties in Forest Exploitation

5.4.1 Optimal Protection of Two Species

The problem studied in this section is similar to the one studied in section 5.3, in
that it consists in defining the exploitation of a forest region in order to protect
certain species present in that region. We consider a set, Z, of square and identical
forest zones represented by a grid of nr rows and nc columns and two species, s1 and
s2, living in these zones. Denote by zij the zone at the intersection of row i and
column j, and Z the set of index pairs associated with the zones, i.e., Z ¼
f1;:::; nrg � f1;:::; ncg. The problem is to determine the zones to be cut and the
zones to be left as they are in order to maximize the weighted sum of the population
sizes of species s1 and s2. The weight w1 is assigned to the population size of species
s1 and weight w2 to the population size of species s2. The total expected population
size of species s1 in each cut (resp. uncut) zone zij is equal to nij (resp. 0). The
calculation of the population size of species s2 differs from that of section 5.3. The
habitat of this species is composed of uncut zones but in each zone, its population
size depends on the connection of this zone with the other uncut zones, more pre-
cisely on the probability that this zone is connected to at least one other uncut zone.
Several studies aiming to optimize landscape configuration take into account this
type of dependence between zones. Hof and Bevers (1998) propose a simple linear
approximation of the population size of species s2 for a particular case of the con-
nection probabilities. We propose here a general method, which can be used with
any set of connection probabilities, to estimate with great accuracy the population
size of this species. As in section 5.3, with each zone zij is associated a Boolean
variable, xij, which is equal to 1 if and only if the zone is uncut. The population size
of species s1 in the set of considered zones is then equal to

P
ði;jÞ2Z nijð1� xijÞ. The

population size of species s2 is more difficult to estimate. As mentioned above, its
habitat consists of uncut zones. The population size of this species is equal toP

ði;jÞ2Z pijPRij xij where PRij ð0�PRij � 1Þ refers to the connectivity of zone zij
with other uncut zones, and πij is the population size of species s2 in zone zij when
PRij ¼ 1 and xij ¼ 1. Two zones, zij and zkl, are considered to be connected with a
certain probability, denoted by prijkl ð0� prijkl\1Þ. It is further assumed that all
these probabilities are independent. The connectivity of zone zij is measured by the
probability that this zone is connected to the other uncut zones and we assume that
this probability is equal to the probability that this zone is connected to at least one
other uncut zone. The connectivity of zone zij, PRij, is therefore equal to 1�Q

ðk;lÞ 2Z 1� prijklxkl
� 	

with prijij ¼ 0. It is further assumed that species s2 can only

survive in the set of considered zones if at least TH of these zones are not cut.
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5.4.2 Illustration of the Problem

Let us consider a forest region represented by a grid of 5� 5 square and identical
zones (figure 5.10). In each zone, the values of πij and nij are specified, πij being
placed above nij. A feasible solution is shown in this figure in which the grey zones
are the uncut zones (xij = 1).

Given zone zij, suppose that prijkl ¼ 0:5 if zone zkl belongs to the set of zones that
immediately surround zone zij, that prijkl ¼ 0:15 if zone zkl belongs to the set of zones
that surround the previous set of zones, and that prijkl ¼ 0 for the other zones zkl.
Figure 5.11 shows the values of pr44kl . The values of PRij for the uncut zones in
figure 5.10 are presented in figure 5.12.

For the solution presented in figure 5.10, the population size of species s1,P
ði;jÞ2Z nijð1� xijÞ, is equal to 815 and that of species s2,

P
ði;jÞ2Z pijPRij xij , is equal

to 66.66.

FIG. 5.10 – A hypothetical forest region consisting of 25 zones where the values of πij and nij,
πij above nij, are specified. A solution with 9 cut zones and 16 uncut zones.

FIG. 5.11 – Values of pr44kl for all ðk; lÞ 2 f1;:::; 5g2.
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5.4.3 Mathematical Programming Formulation

Using variable σ1 (resp. σ2) to represent the population size of species s1 (resp. s2)
and the Boolean variable b to express the constraint on the number of zones that
must be uncut so that species s2 can survive, Hof and Bevers (1998) propose to
formulate the problem as the mixed-integer non-linear program P5.6.

P5:6 :

max w1r1 þw2r2

s.t:

r1 ¼
P

ði;jÞ2Z
nijð1� xijÞ ð5:6:1Þ

r2 �
P

ði;jÞ2Z
pijPRij xij ð5:6:2Þ

PRij ¼1� Q
ðk;lÞ2Z

ð1� prijkl xklÞ ði; jÞ 2 Z ð5:6:3Þ
r2 � c b ð5:6:4Þ
b� 1

TH
P

ði;jÞ2Z
xij ð5:6:5Þ

0�PRij � 1; xij 2 f0; 1g ði; jÞ 2 Z ð5:6:6Þ
r1 � 0; r2 � 0; b 2 f0; 1g ð5:6:7Þ

�����������������������

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

γ is a constant that must be greater than or equal to the maximal value that
variable σ2 can take. We can set, for example, c ¼Pði;jÞ2Z pij . Thus, if b = 0,

constraint 5.6.4 forces variable σ2 to take the value 0 and if b = 1 this constraint is
inactive. Because of constraint 5.6.5, the Boolean variable b takes the value 0 ifP

ði;jÞ2Z xij\TH and the value 1 – at the optimum – in the opposite case. The

economic function and all the constraints are linear, except constraints 5.6.2 and
5.6.3. Hof and Bevers (1998) solve P5.6 in an approximate way using a simple linear
approximation of the population size of species s2 for a particular case of the con-
nection probabilities. We propose below a general method for solving P5.6, also in an
approximate way, but valid whatever the definition of the connection probabilities.
In addition, the population size of species s2 is evaluated with a great accuracy.

FIG. 5.12 – Values of PRij associated with the solution of figure 5.10.
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Using the same technique as in section 7.5 of chapter 7, an approximate solution
of program P5.6 and an upper bound of its optimal value can be obtained by solving
a mixed-integer linear program. To do this, first rewrite P5.6 as P5.7 by replacing, in
P5.6, the product of variables PRij xij with variable eij. Because of the objective
function to be maximized, constraints 5.7.3 and 5.7.4 imply eij ¼ PRij xij at the
optimum.

P5:7 :

max w1r1 þw2r2

s.t:

r1 ¼
P

ði;jÞ2Z
nijð1� xijÞ ð5:7:1Þ

r2 �
P

ði;jÞ2Z
pij eij ð5:7:2Þ

1� eij �
Q

ðk;lÞ2Z
ð1� prijklxklÞ ði; jÞ 2 Z ð5:7:3Þ

eij � xij ði; jÞ 2 Z ð5:7:4Þ
r2 � c b ð5:7:5Þ
b� 1

TH
P

ði;jÞ2Z
xij ð5:7:6Þ

0� eij � 1; xij 2 f0; 1g ði; jÞ 2 Z ð5:7:7Þ
r1 � 0; r2 � 0; b 2 f0; 1g ð5:7:8Þ

��������������������������

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

Using the properties of the logarithmic function and taking into account that

variables xkl, ðk; lÞ 2 Z , are Boolean, log
Q

ðk;lÞ2Z 1� prijklxkl
� 	h i

¼Pðk;lÞ2Z log 1�ð
prijklÞxkl , and P5.7 is equivalent to P5.8.

P5:8 :

max w1r1 þw2r2

s.t:

r1 ¼
P

ði;jÞ2Z
nijð1� xijÞ ð5:8:1Þ

r2 �
P

ði;jÞ2Z
pij eij ð5:8:2Þ

logð1� eijÞ�
P

ðk;lÞ2Z
logð1� prijklÞxkl ði; jÞ 2 Z ð5:8:3Þ

eij � xij ði; jÞ 2 Z ð5:8:4Þ
r2 � c b ð5:8:5Þ
b� 1

TH
P

ði;jÞ2Z
xij ð5:8:6Þ

0� eij � 1; xij 2 f0; 1g ði; jÞ 2 Z ð5:8:7Þ
r1 � 0; r2 � 0; b 2 f0; 1g ð5:8:8Þ

���������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>:

P5.8 is not yet a linear program – in mixed-integer variables – because of the
expression logð1� eijÞ that appears in constraints 5.8.3. Using the same technique as
in section 7.5 of chapter 7, a relaxation of program P5.8 is obtained by replacing
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constraints 5.8.3 by the constraints 1
uv
ð1� eijÞþ log uv � 1� P

ðk;lÞ2Z
logð1� prijklÞxkl , ði; jÞ 2 Z ; v ¼ 1;:::; q, where u is a vector of R

q such that
0\u1\u2\ � � �\uq ¼ 1. This results in program P5.9.

P5:9 :

max w1r1 þw2r2

s.t:

r1 ¼
P

ði;jÞ2Z
nijð1� xijÞ ð5:9:1Þ

r2 �
P

ði;jÞ2Z
pij eij ð5:9:2Þ

1
uv
ð1� eijÞþ log uv � 1

� P
ðk;lÞ2Z

logð1� prijklÞxkl ði; jÞ 2 Z ; v ¼ 1;. . .; q ð5:9:3Þ

eij � xij ði; jÞ 2 Z ð5:9:4Þ

r2 � c b ð5:9:5Þ

b� 1
TH

P
ði;jÞ2Z

xij ð5:9:6Þ

0� eij � 1; xij 2 f0; 1g ði; jÞ 2 Z ð5:9:7Þ

r1 � 0; r2 � 0; b 2 f0; 1g ð5:9:8Þ

����������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

An optimal solution of P5.9, ð~r; ~e; ~x;~bÞ, gives a feasible solution to the problem
considered, i.e., of P5.6. The actual value of this solution is w1~r1 þ
w2
P

ði;jÞ2Z pij ~xij 1�Qðk;lÞ2Z ð1� prijkl ~xklÞ
� �

, and w1~r1 þw2~r2 is an upper bound of

the optimal value of P5.6. To obtain a good approximate solution of P5.6, q must be
large enough but, the larger q is, the greater the number of constraints 5.9.3 is.

5.4.4 Example

Let us take again the example of section 5.4.2 and set w1 ¼ 1, w2 ¼ 20, TH ¼ 8, and

uv ¼ uðq�vÞ=ðq�1Þ
1 with q ¼ 10 and u1 ¼ 0:01. This results in u ¼ ð0:01; 0:02;

0:03; 0:05; 0:08; 0:13; 0:22; 0:36; 0:60; 1:00Þ. The value of the optimal solution of
P5.9 is 2,238.17; it is defined by xij ¼ 1 if and only if ði; jÞ 2
ð1; 1Þ; ð1; 2Þ; ð1; 3Þ; ð1; 4Þ; ð2; 1Þ; ð2; 2Þ; ð2; 3Þ; ð2; 4Þ; ð3; 3Þ; ð3; 4Þf g. These values of xij

provide an – approximate – solution to the problem, with a value of 2,237.8.
The relative error made in retaining this feasible solution rather than an optimal
solution is, therefore, at most equal to 1:7 10�4. Note that, in this approximate
solution, the true value of the population size of species s2 is 43.3401 while the value
of variable σ2 is 43.3587.
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5.5 Optimal Reserve in the Case of Non-Disjoint
Candidate Zones

We have always considered that the zones that are candidates for protection to form
a reserve and thus protect certain species – or certain ecosystems – are all disjoint. In
this section, we examine the case where this is not the case. Indeed, in some situ-
ations, the definition of the candidate zones is made in such a way that the selection
of one zone can automatically lead to the selection of a part of another zone.

5.5.1 Optimal Protection of the Considered Species
by a Reserve of Limited Area

Let S = {s1, s2,…, sm} be the set of threatened species of interest and Z = {z1, z2,
…, zn} be the set of candidate zones for protection, that is, the set of zones that can
be decided to be protected or not. As mentioned in the introduction to this book, a
set of species is being considered to simplify the presentation. Other aspects of
nature and biodiversity could be added, but this would not significantly change the
proposed approaches to addressing the questions posed later in this section. The
protection of a zone brings some protection for species living in that zone. For each
zone zi, we know all the species that live there and we denote by Zk, the set of zones
in which species sk lives. We denote by Zk, the set of corresponding indices. The
difference with the models studied so far and which will have to take into account is
that the n zones z1, z2,…, zn are not necessarily all disjoint (see figure 5.13). For
example, the candidate zones may be very different in nature and the data available
– and it is not possible to have more precise data based, for example, on a redefi-
nition of the zones – may indicate that species sk lives in zone zi and that species sl
lives in zone zj that is not disjoined from zi. This property significantly modifies the
models associated with the selection of optimal reserves, particularly with regard to
the level of protection of species and the area of the reserves selected. The level of
protection of a species can be defined in several ways, taking into account the zones
selected for protection. It is considered here that the level of protection of a species,
sk, depends only on the number of zones of Zk that are included in the reserve and
that this level of protection is proportional to this number. There is, however, a
small difficulty because some zones of Zk can be included only partially in the reserve
since the n zones z1, z2,…, zn are not necessarily all disjoint. To take this phe-
nomenon into account, to each species sk a protection coefficient is assigned which is
equal to the sum of the fractions of areas of each zone of Zk which is protected. This
coefficient is, therefore, equal to

P
i2Zk

ai=ai where ai is equal to the area of zone zi
that is actually protected and ai, to the total area of zone zi. Remember that 2
situations can occur with regard to the protection of zone zi: (1) it is decided to
protect zi and then the whole zi area is protected, (2) it is decided not to protect zi,
but part of the zi area may nevertheless be protected because of the decision to
protect some zones of Z that have a non-empty intersection with zi. Note that the
whole zone zi can be protected in this way. This is the case, for example, when zone zi
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is completely included in a zone that it is decided to protect. In summary, the value
of protecting a set of zones, R, is assessed here by a weighted species richness
criterion that is equal to the quantity

P
k2S
P

i2Zk
ai=ai and that we call the

“weighted number of protected species”.

5.5.2 Illustration of the Problem

The calculation of the interest in protecting a set of zones, R, is illustrated in
figure 5.13 and table 5.1. As mentioned, the decisions to be made are whether to
select an entire zone for protection or not, but this may result in some fractions of
unselected zones still being protected. Let us examine the solution which consists in
selecting the grey zones, z1, z3, z4, z7, z8, z10, and z12, and, therefore, not selecting
zones z2, z5, z6, z9, z11, z13, z14, and z15. The choice of the selected zones implies that a
fraction of zones z2, z6, z9, z11, and z13 are still protected. For this solution and taking
into account the species likely to be protected by each zone, the weighted number of
protected species is equal to 30.10 (see table 5.1 for details of the calculation). The
total protected area is equal to 94 units.

z2 z5

z1 z4

z3

z6 z8 z10

z9

z7

z12

z14

z15

z13

z11

FIG. 5.13 – The region under consideration is represented by a grid of 17 rows and 24
columns. Each cell in this grid is a square whose side length is equal to one unit. The candidate
zones are squares or rectangles made up of a subset of these cells, all in one piece. It is assumed
that each of the zones z1, z5, z7, z10, z12, and z15 is able to protect the 4 species s1, s2, s3, and s4,
that each of the zones z2, z4, z8, z11, and z13 is able to protect the 3 species s5, s6, and s7, and
that each of the zones z3, z6, z9, and z14 is able to protect the 3 species s8, s9, and s10.
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Several reserve selection problems involving the weighted number of protected
species may arise. The problem we are considering here is to determine the zones to
be protected in order to maximize the weighted number of protected species while
respecting an upper limit, Amax, on the total protected area.

5.5.3 A First Mathematical Programming Formulation

We use the Boolean variable xi which is equal to 1 if and only if we decide to protect
zone zi. To simplify the presentation, we limit ourselves to the case where the
non-empty intersections of zones concern at most 3 zones but we could easily gen-
eralize the approach in case more than 3 zones can have a non-empty intersection.
We pose:

aij ¼ area of the intersection of the zones zi and zj , if i\j
0 otherwise

�

aijk ¼ area of the intersection of the zones zi;zj , and zk , if i\j\k
0 otherwise

�

Note that aij can also be equal to 0 for some values of i and j such as i < j and
that aijk can also be equal to 0 for some values of i, j, and k such as i < j < k. The
real variable, positive or zero, αi, which represents the protected area of zone zi, is
used when deciding not to select this zone for protection. Indeed, as we have seen
above, if it is decided not to protect zone zi, a part of this zone may possibly be
protected because of the protection of other zones. For example, in the case of
figure 5.13, the protection of zones z1 and z3 induces a partial protection of zone z2
and α2/a2 = 8/18. In general, the area of zone zi that is protected as a result of the
protection of other zones is equal to

P
j : ði;jÞ 2Z2 ðaij þ ajiÞ xj �

P
j;k : ði;j;kÞ 2Z3

ðaijk þ ajik þ ajkiÞ xjxk . The problem can be formulated as the mixed-integer
non-linear program P5.10.

TAB. 5.1 – Detail of the calculation of the weighted number of protected species for the
example described in figure 5.13.

Species Weighting Species Weighting

s1 4 s6 8/18 + 1 + 1 + 4/12 + 2/20 = 2.88
s2 4 s7 8/18 + 1 + 1 + 4/12 + 2/20 = 2.88
s3 4 s8 1 + 9/28 + 15/30 = 1.82
s4 4 s8 1 + 9/28 + 15/30 = 1.82
s5 8/18 + 1 + 1

+ 4/12 + 2/20 = 2.88
s10 1 + 9/28 + 15/30 = 1.82
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P5:10 :

max
P
k2S

P
i2Zk

xi þ ai
ai

� �

s.t:

P
i2Z

aixi �
P

ði;jÞ2Z2

aij xixj þ
P

ði;j;kÞ2Z3

aijk xixjxk �Amax ð5:10:1Þ

ai �
P

j : ði;jÞ2Z2

ðaij þ ajiÞ xj �
P

j;k : ði;j;kÞ2Z3

ðaijk þ ajik þ ajkiÞ xjxk i 2 Z ð5:10:2Þ

ai � aið1� xiÞ i 2 Z ð5:10:3Þ
xi 2 0; 1f g; ai � 0 i 2 Z ð5:10:4Þ

��������������

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

Because of the economic function to be maximized, variable αi takes, at the
optimum of P5.10, the largest possible value. Due to constraints 5.10.2 and 5.10.3,
variable αi therefore takes the value 0 if zone zi is protected, i.e., if xi = 1, and the
value

P
ði;jÞ2Z2 ðaij þ ajiÞ xj �

P
ði;j;kÞ2Z 3 ðaijk þ ajik þ ajkiÞ xjxk if zi is not protected,

i.e., if xi = 0. As we have seen, this last value is equal to the area of zi that is
protected because of the protection of other zones whose intersection with zi is not
empty. The economic function, to be maximized, represents the weighted number of
protected species. For each species sk, the weighting is equal to the sum of the
fractions of protected areas in the zones that protect that species, i.e., the zones of
Zk. Either zone zi 2 Zk is selected – xi = 1 and αi = 0 – and, in this case, the
contribution of this zone to the economic function is equal to 1, or zi is not selected –

xi = 0 and ai � 0 – and, in this case, the contribution of this zone is equal to αi/ai.
Constraint 5.10.1 expresses that the total protected area must be less than or equal
to Amax. Constraints 5.10.1 and 5.10.2 of program P5.10 are not linear. They can be
linearized and thus a mixed-integer linear program is obtained. To do this, we
replace each product xixj by variable yij, each product xixjxk by variable vijk, and we
add the set of constraints C5.2 below. The first 4 families of constraints correspond to
the linearization of the products xixj and the next 5 families correspond to the
linearization of the products xixjxk.

C5:2 :

yij � xi
yij � xj
1� xi � xj þ yij � 0
yij � 0

9>>=
>>;

i\j; zi \ zj 6¼ ;;

vijk � xi
vijk � xj
vijk � xj
vijk � xi þ xj þ xk � 2
vijk � 0

9>>>>=
>>>>;

i\j\k; zi \ zj \ zk 6¼ ;

8>>>><
>>>>:

The first 4 families of constraints concern only certain couples (i, j) and the
following 5, only certain triplets (i, j, k). Indeed, in program P5.10, the products xixj
appear with a non-zero coefficient if i < j and zi \ zj 6¼ ;, and the products xixjxk
appear with a non-zero coefficient if i < j < k and zi \ zj \ zk 6¼ ;.

5.5.4 Example

Let us take again the example described in figure 5.13 and use the linearization of
program P5.10 to determine the best set of zones to select if the total area is limited
to 94 units, i.e., to the area of the non-optimal solution presented in figure 5.13.
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The zones to be selected are z1, z5, z7, z8, z10, z11, z12, z13, and z15 (see figure 5.14).
The total area of these zones is equal to 94 units and the weighted number of
protected species is equal to 37.55. This represents an improvement of about 25%
over the solution shown in figure 5.13.

5.5.5 A Second Mathematical Programming Formulation

As before, the candidate zones for protection are considered to belong to a region
represented by a grid of nr rows and nc columns. We put M = {1,…, nr} and
N = {1,…, nc}. All the cells in this grid are identical squares whose side length is
equal to one unit. Each candidate zone is made up of a set of cells in the grid, all in
one piece. The number of cells in zone zi is denoted by ni. Each cell is described by a
pair composed of its row index and column index. In the example in figure 5.13 there
are 17 rows and 24 columns and zone z7 contains the 12 cells (10, 3), (10, 4), (10, 5),
(10, 6), (11, 3), (11, 4), (11, 5), (11, 6), (12, 3), (12, 4), (12, 5), and (12, 6). In this
new formulation of the problem, we use, as in the previous formulation, the Boolean

z2 z5

z1 z4

z3

z6 z8 z10

z9

z7

z12

z14

z15

z13

z11

FIG. 5.14 – Each of the zones z1, z5, z7, z10, z12, and z15 can participate in the protection of the
4 species s1, s2, s3, and s4, each of the zones z2, z4, z8, z13, and z14 can participate in the
protection of the 3 species s5, s6, and s7, and each of the zones z3, z6, z9, and z11 can participate
in the protection of the 3 species s8, s9, and s10. The optimal solution is to decide to select the
grey zones z1, z5, z7, z8, z10, z11, z12, z13, and z15, and, therefore, not to select zones z2, z3, z4, z6,
z9, and z14. However, the choice of the zones selected for protection implies that a fraction of
zones z2, z3, z6, z9, and z14 is also protected. For this solution, the weighted number of
protected species is 37.55 and the total area of protected zones is 94.
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variable xi which is equal to 1 if and only if we decide to select zone zi and we also use
the Boolean variable trc which is equal to 1 if and only if the cell (r, c) is selected
(taking into account the decisions made regarding the zones to be selected). Note
that it is not necessary to define variables trc on all the grid cells representing the
region in question; it is sufficient to define them on all the cells belonging to at least
one candidate zone. We denote by RC all the pairs ðr ; cÞ 2 M � N such that the
cell (r, c) belongs to at least one zone. So, RC ¼ fðr ; cÞ 2 M � N :
9 zi 2 Z such that ðr ; cÞ 2 zig. The notation “ðr; cÞ 2 zi” means that the cell ðr ; cÞ –
r is the row index and c is the column index of this cell – is included in the zone zi.
Note also that in this formulation, variable αi used in the previous formulation is no
longer necessary. The linear program in Boolean variables P5.11 solves the problem.

P5:11 :

max
P
k2S

P
i2Zk

P
ðr;cÞ 2 zi

trc=ai

s.t:

P
ðr ;cÞ 2RC

trc �Amax ð5:11:1Þ j xi 2 f0; 1g i 2 Z ð5:11:4Þ
P

ðr ;cÞ 2 zi

trc �nixi i 2 Z ð5:11:2Þ j trc 2 f0; 1g ðr ; cÞ 2 RC ð5:11:5Þ

trc �
P

i2Z : ðr;cÞ 2 zi

xi ðr ; cÞ 2 RC ð5:11:3Þ j

������������

8>>>>>>>>>>><
>>>>>>>>>>>:

In the expression of the economic function of P5.11, the quantity
P

ðr ;cÞ2zi ðtrc=aiÞ
represents the proportion of the area of zone zi that is protected. The economic
function – to be maximized – therefore represents the weighted number of protected
species. Constraint 5.11.1 expresses the area constraint since the total protected area
is equal to

P
ðr;cÞ2RC trc. Constraints 5.11.2 express the fact that if it is decided to

select zone zi – xi = 1 – then all the cells in this zone are protected. In other words, if
xi = 1, then trc = 1 for all the cells (r, c) of zi. According to constraints 5.11.3, a cell
is selected if at least one of the zones containing it is selected. Constraints 5.11.4 and
5.11.5 specify the Boolean nature of variables xi and trc.

5.5.6 Computational Experiments

The formulation of the problem by program P5.11 is much easier than by program
P5.10 – and its linearization. Indeed, the formulation P5.10 requires the list of the
zones, the area of each zone, but also the list of all the intersections of zones, 2 to 2, 3
to 3, etc. Formulation P5.11 only requires the list of zones and, for each zone, the list
of the cells that compose it. In both formulations, it is also necessary to know, of
course, the list of the species living in each zone. Table 5.2 gives some computational
results with the formulation P5.11. The zones are rectangles distributed in a grid, as
in figure 5.13. The coordinates, in the grid, of the cell located at the top left of each
rectangle are drawn at random. The lengths of each side of the rectangles are
random integers drawn uniformly between 1 and 50. The number of species is set at
200 and the presence of a given species in a given zone is also randomly selected with
a certain probability.
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TAB. 5.2 – Resolution of P5.11: Some computational results on large-sized instances.

Dimension of
the grid
(nr × nc)

Total
number of
candidate
zones (n)

Total area
of

candidate
zones

Probability of
occurrence of

species sk in the
zone zi

Maximal
area of

protection
(Amax)

Solution
value

Number
of zones
selected

Total
area

CPU
time
(s)

Number of
nodes in
the search

tree

500 × 500 1,000 212,909 0.01 4,000 304.4 88 3,999 228 0
500 × 500 1,000 212,909 0.1 4,000 2,585.4 104 4,000 236 222
1,000 × 1,000 1,000 479,858 0.01 4,000 275.4 89 3,998 253 143
1,000 × 1,000 1,000 479,858 0.1 4,000 2,283.9 105 3,998 236 0
1,000 × 1,000 2,000 712,883 0.1 4,000 3,234.4 138 4,000 973 0
1,000 × 1,000 2,000 712,883 0.1 8,000 4,723.1 200 8,000 1,147 0
1,000 × 1,000 2,000 712,883 0.01 8,000 560.3 170 7,999 862 0
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The results presented in table 5.2 show that large-sized instances of the problems
can be solved relatively quickly. The longest instance to resolve requires about
19 min of CPU time. It can also be seen that the number of nodes developed in the
search tree by the solver is low and often even zero. This is partly due to the fact that
the value of the optimal solution of the continuous relaxation of program P5.11,
which is obtained by replacing xi 2 f0; 1g and trc 2 f0; 1g by 0� xi � 1 and
0� trc � 1, respectively, is not far from the value of the optimal solution of P5.11.
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Chapter 6

Biological Corridors

6.1 Introduction
As we have pointed out in previous chapters, landscape fragmentation is an
important cause of biodiversity loss. This fragmentation is mainly due to urban-
ization, agriculture and forestry. It prevents species from moving as they should
because they would have to cross often inhospitable zones. These zones may, for
example, lack food resources or may host many predators. The viability of the
species concerned by this fragmentation then depends strongly on how the frag-
ments can be connected. This connectivity between habitat zones within a landscape
has become an essential element for biodiversity conservation. One of the options
commonly used to establish – or restore – this connectivity is the establishment of
corridors. Thus, the “trame verte et bleue” is a key measure of the Grenelle Envi-
ronnement (set of political meetings organised in France in 2007 concerning actions
to be undertaken in favour of the environment and in particular biodiversity) aimed
at halting the decline of biodiversity through the preservation and restoration of
ecological continuities or biological corridors. In the biological conservation litera-
ture, corridors have multiple definitions – and functions. They are natural spaces,
generally linear, i.e., longer than wide, allowing species to move through a frag-
mented set of zones that are natural habitats for them. These are therefore routes
used by species to move, reproduce, flee, migrate, etc. They are highly dependent on
the species of interest. They do not necessarily imply the notion of contiguous
spaces. In other words, some routes can be easily used by some species – and thus be
considered as corridors for these species – but not by others. For example, it will be
difficult for some species to overcome obstacles such as transport infrastructure or
zones treated with pesticides, which will not be the case for species capable of flying.
However, it should be noted that the latter may face hunting when they move from
one protected site to another. Another example is lighting, which can be a real
obstacle, but only for certain nocturnal species (black corridors). The fact that
species can move between the different zones without too many difficulties is an
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essential element for their survival. Indeed, these corridors allow, for example, the
increase in population sizes, the resettlement of certain species in certain zones, the
maintenance of genetic diversity, the access to different habitats and the increase in
places for food. Corridors can also be used as a refuge for species when their usual
habitat zones are threatened. In addition, some authors have also highlighted the
value of corridors in the context of climate change, since it will force many species to
migrate in order to conserve favourable habitats. The creation – or restoration – of
these corridors is, therefore, one of the major strategies for protecting species
threatened by habitat fragmentation. These corridors must themselves be zones
favourable to the life of the species concerned, to enable them to feed, rest and
protect themselves from predators during their movements. They can be of very
different form and nature. Some studies clearly distinguish between habitat and
travel functions in the characteristics of a corridor. Corridors or fractions of corri-
dors can exist naturally. This is the case, for example, for agricultural hedges,
riversides or old railway lines. They can be implemented through the protection of
certain zones of the landscape. They may also include completely artificial elements
such as wildlife crossings built above or below transport infrastructure. To fulfil their
functions, these corridors must be made up of zones that benefit from some pro-
tection. It should be noted that the fact that biodiversity reservoirs are linked by a
network of corridors may have certain disadvantages. Indeed, this network facilitates
the movement between the reservoirs and is also an entry point to these reservoirs. It
can therefore facilitate the spread of diseases, parasites, invasive species and
predators from one reservoir to another, but also facilitate their introduction into
the reservoirs. In addition, these corridors, which are often very long, are more
difficult to control than reservoirs, which are generally more compact zones. This
control concerns the threats we have just mentioned, but also, for example, hunting,
poaching, and tourism. Also because of the ease of movement provided by the
corridors, wildlife species that are present in reservoirs can become pests in other
habitats such as agricultural or livestock zones. These species can also transmit
diseases to non-wild species such as livestock and vice versa. It should also be noted
that efforts to maintain the effectiveness of a corridor network consume significant
human and financial resources. These could possibly be better used to protect other
habitat zones, for example zones where the ratio expressing the area of the zone,
divided by the length of its edge, is more important (see chapter 4). Finally, if the
corridors are not well designed, they can present a high risk of mortality for the
species that use them and thus contribute to their extinction. This mortality risk can
come from predators encountered during the use of these corridors or from accidents
occurring in crossing dangerous zones such as roads. It should be noted that the
movements of certain species in certain corridors can take several years and even
several generations. The reader can consult the many references cited at the end of
this chapter for an in-depth discussion on corridor design and evaluation, a careful
examination of the balance between ecological benefits and economic costs associ-
ated with maintaining or implementing corridors, and a presentation of the software
available to assist in the design of these corridors. In this chapter, we present two
optimization problems that we believe are representative of the design of a new
corridor network or the restoration of an existing corridor network.
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6.2 Least Cost Design of Corridor Networks

6.2.1 The Problem

We are interested in a landscape with a set of well-identified biodiversity reservoirs
BR1;BR2;:::;BRN . These reservoirs are protected zones that provide habitat for a
given set of species. To simplify the presentation, it is assumed here that any route
that can be considered as a corridor for one of the species concerned can also be
considered as a corridor for all the species concerned. Each reservoir is in one piece,
meaning that all the species considered can fully traverse it without leaving it. In
other words, these reservoirs can be considered as connected reserves (see chapter 3).
Outside these reservoirs, the landscape has two types of zones to consider: zones
already protected and providing habitat favourable to the species under consider-
ation, and unprotected zones that can become protected zones and provide habitat
favourable to the species under consideration.

Both types of zones can, therefore, contribute to the constitution of corridors. The
second type corresponds either to completely new zones – from the protection point of
view – or to old zones to be restored. A cost is associated with this second type of
zones (figure 6.1). This cost can cover many aspects: monetary costs (rental or
acquisition, possible restoration, management of the zones), ecological costs (travel
facilities for species through the zone, mortality risk, distance travelled) and also social
costs (negative or positive social impact generated by the selection of the zone to
constitute a corridor). The consideration of monetary costs is obviously a key issue
since financial resources are of course limited. In the following, we consider that the
cost associated with the first type of zones is zero, but it would be very easy to
consider a non-zero cost corresponding, for example, to the management of the zone.

The aim is to determine type 2 zones to be protected in order to connect,
possibly using type 1 zones, all the biodiversity reservoirs. Two reservoirs are said to
be connected if the species can move from one to the other only through either type
1 zones, type 2 zones that have been decided to be protected, or through one of the
reservoirs. The selected type 2 zones, possibly with the addition of type 1 zones, form
a network of corridors that link all the reservoirs. The problem we are studying here
is to build this network of corridors at the lowest cost (figure 6.2). To simplify the
presentation of the general problem of developing a network of corridors linking a set
of biodiversity reservoirs, it is considered that the landscape is represented by a grid
of nr� nc square and identical zones. Each zone of this landscape is denoted by zij
where i denotes its row index and j, its column index. This landscape includes
N biodiversity reservoirs, BR1;BR2;:::;BRN , each reservoir being formed by a con-
nected subset of zones. These reservoirs are disjoint. It should be noted that the
method we are going to propose would easily adapt to any other set of zones and
reservoirs. As mentioned above, some of the zones that do not belong to the
reservoirs are already protected and can provide habitat favourable to the species
under consideration, while others can be protected and possibly restored to also
provide habitat favourable to the species under consideration. The cost of protecting
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zone zij is denoted by cij. In the case where zij is an already protected zone – not part
of a reservoir – and provides habitat favourable to the species under consideration,
this cost is zero. There are also zones in the considered landscape that, for different
reasons, cannot be protected and, therefore, cannot contribute to the development
of corridors (figure 6.3).

 

 

z2 (7) 

z1 (0) 
z4 (8) 

z3 (6) 

z5 (3) 

            BR2 
 

 

     BR3 
 

BR1 

FIG. 6.1 – A hypothetical landscape with 3 biodiversity reservoirs, BR1, BR2, and BR3, an
already protected zone, z1, which provides habitat favourable to the species under consider-
ation, and 4 zones, z2, z3, z4, and z5, which can be protected and thus provide habitat
favourable to the species under consideration, after possible restoration, with the associated
costs indicated in brackets.

 z2 (7) 

z1 (0) 
z4 (8) 

z3 (6) 

z5 (3) 

            BR2 
 

 

     BR3 
 

BR1 

FIG. 6.2 – Zones z1, z2, z4, and z5 were selected. The corresponding cost is 18. The corridor
connecting BR1 to BR2 consists of z2, BR3, z4, z1, and z5, the corridor connecting BR1 to BR3

consists of the single zone z2, and the corridor connecting BR2 to BR3 consists of z5, z1, and z4.
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The problem is to determine the zones to be protected, and possibly restored, in
order to connect all the reservoirs at the lowest cost. Two reservoirs BRi and BRj are
considered to be connected if it is possible, for the species under consideration, to
move from BRi to BRj only through protected zones or zones belonging to a
reservoir, and gradually moving from one zone to an adjacent one. Two zones are
considered as adjacent if they share a common side. Figure 6.4 shows two different
corridor networks to connect the 4 biodiversity reservoirs in figure 6.3.

BR1     BR2     
       
       
          
BR4        

       
       

      BR3       

FIG. 6.3 – A hypothetical landscape represented by a grid of 10� 10 square and identical
zones. It includes 4 biodiversity reservoirs, BR1, BR2, BR3, and BR4, and 6 already protected
zones that can contribute to the development of a corridor for the species under consideration,
z26, z36, z46, z69, z6,10, and z75. The cost of protecting each zone – not yet protected – is equal
to one unit; the cost associated with already protected zones is equal to 0; and finally, zones
z41, z88, z89, z10,2, z10,3, and z10,4 cannot contribute to the development of a corridor.

(a)                                                               (b) 

BR1     BR2  BR1     BR2          
               
               
                     
BR4         BR4        

               
               

      BR3        BR3              

FIG. 6.4 – (a) The 12 black zones form a network of corridors linking the 4 biodiversity
reservoirs BR1, BR2, BR3, and BR4. The associated cost is equal to 10 since, among these 12
zones, 2 were already protected. The length of the corridor connecting BR3 and BR4 is equal
to 18. (b) The 13 black zones form a network of corridors linking the 4 reservoirs. The
associated cost is 11 since, among these 13 zones, 2 were already protected. The length of the
corridor connecting BR3 and BR4 is equal to 6.
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The problem of connecting biodiversity reservoirs through a network of corridors
has similarities to the problem of designing a connected reserve discussed in
chapter 3. In both cases, the ultimate goal is to obtain a connected set of zones, i.e.,
a set of zones in which species can move without leaving it. In chapter 3, the set of
zones to be protected is determined in such a way as to ensure the best possible
survival of certain species, taking into account protection costs. In this chapter, the
set of zones to be protected is chosen in such a way as to link a set of already
protected zones, at the lowest cost, and possibly taking into account certain con-
straints. Expressed in terms of graphs, both problems consist in determining, in a
given graph, a subset of vertices inducing a connected sub-graph that checks certain
constraints and takes into account certain costs.

6.2.2 Graph Optimization Formulation

Let us now look at how to state the problem as a graph optimization problem (see
appendix at the end of the book). Let us associate to the grid of the nr� nc zones a
graph, G ¼ ðZ ;U Þ, where the set of vertices, Z, corresponds to the pairs of indices
associated with a zone and where ðði; jÞ; ðk; lÞÞ is an arc of U if and only if zones zij
and zkl are adjacent – share a common side. For each biodiversity reservoir BRk, let
us choose one of its zones to represent it and denote by ziðkÞ;jðkÞ this zone.
The problem can be formulated as follows: determine a partial sub-graph of
G ¼ ðZ ;U Þ, G 0 ¼ ðẐ ;AÞ, checking the following properties: all the vertices associ-
ated with a zone representing a reservoir belong to Ẑ and, for all r 2 f1;:::;N � 1g,
there is in this graph a path from the vertex associated with the zone representing
reservoir BRr to the vertex associated with the zone representing reservoir BRN.
This problem is similar to the Steiner tree problem which, in a general way, can be
expressed as follows: given a graph whose edges are assigned with a weight, and a
subset S of vertices of this graph, find a subset of edges of minimal weight that
induces a connected sub-graph containing all the vertices of S (see appendix at the
end of the book).

6.2.3 Mathematical Programming Formulation

We give below a flow type formulation of this problem (see appendix at the end of
the book). Let /ijkl be the Boolean variable which is equal to 1 if and only if at least
one of the N−1 paths, from the vertex representing reservoir BRr, r = 1,…, N−1, to
the vertex representing reservoir BRN, follows the arc ðði; jÞ; ðk; lÞÞ and let lrijkl be the
Boolean variable which is equal to 1 if and only if, among these paths, the one from
BRr to BRN follows the arc ðði; jÞ; ðk; lÞÞ. Denote by Adjij the set of index pairs
associated with the zones adjacent to zone zij and define constant dr

ij , ði; jÞ 2 Z ,
r ¼ 1;:::;N � 1, as follows: dr

ij ¼ 1 if zone zij represents reservoir BRr, dr
ij ¼ �1 if

zone zij represents reservoir BRN, and dr
ij ¼ 0 in all the other cases. The problem can

then be formulated as the 0–1 linear program P6.1.
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P6:1 :

min
P

ði;jÞ 2Z
cij

P
ðk;lÞ 2Adjij

/ijkl

s.t:

/ijkl � lrijkl ðði; jÞ; ðk; lÞÞ 2 U ; r ¼ 1;. . .;N � 1 ð6:1:1Þ
P

ðk;lÞ2Adjij

lrijkl �
P

ðk;lÞ2Adjij

lrklij ¼ dr
ij ði; jÞ 2 Z ; r ¼ 1;. . .;N � 1 ð6:1:2Þ

/ijkl 2 0; 1f g ðði; jÞ; ðk; lÞÞ 2 U ð6:1:3Þ
lrijkl 2 0; 1f g ðði; jÞ; ðk; lÞÞ 2 U ; r ¼ 1;. . .;N � 1 ð6:1:4Þ

�������������

8>>>>>>>>>>><
>>>>>>>>>>>:

In this formulation cij = 0 if zone zij is already protected or belongs to a reser-
voir. We give below some indications to justify the formulation P6.1. First of all, it
can be shown that the optimal solution to the problem has a tree structure. More
precisely, the selected arcs, i.e., the arcs ((i, j), (k, l)) such that /ijkl ¼ 1 and the
corresponding vertices satisfy the following property: any vertex (i, j) selected and
different from the vertex (i(N), j(N)) is the initial end of one and only one selected
arc. Thus

P
ðk;lÞ 2Adjij

/ijkl ¼ 1 for any vertex (i, j) selected and different from (i(N),

j(N)), and
P

ðk;lÞ 2Adjij
/ijkl ¼ 0 for any vertex (i, j) not selected or when (i, j) =

(i(N), j(N)). We deduce from this that the vertex (i, j), different from (i(N), j(N)), is
selected if and only if

P
ðk;lÞ 2Adjij

/ijkl ¼ 1. It should also be noted that, for all

r 2 1;:::;N � 1, any vertex (i, j) is the initial end of at most one arc of the path from
the vertex representing reservoir BRr to the vertex representing reservoir BRN, and
also the terminal end of at most one arc of the same path. Thus, for any vertex (i, j),P

ðk;lÞ2Adjij
lrijkl � 1 and

P
ðk;lÞ2Adjij l

r
klij � 1. Constraints 6.1.1 force variable /ijkl to

take the value 1 if at least one of variables lrijkl , r ¼ 1;:::;N � 1, takes the value 1.
Consider constraints 6.1.2 for the 3 types of zones. If zone zij represents reservoir
BRN – dr

ij ¼ �1 for all r 2 1;:::;N � 1 – these constraints express, taking into
account the above remarks, that for all r 2 1;:::;N � 1,

P
ðk;lÞ2Adjij l

r
klij ¼ 1 andP

ðk;lÞ2Adjij
lrijkl ¼ 0. If zone zij represents reservoir BRr, – dr

ij ¼ 1 – these constraints

express that for all ði; jÞ 2 Z and for all r 2 1;:::;N � 1 such that zij represents
reservoir BRr,

P
ðk;lÞ2Aij

lrklij ¼ 0 and
P

ðk;lÞ2Aij
lrijkl ¼ 1. Finally, if zone zij does not

represent any of reservoirs – dr
ij ¼ 0 for all r 2 1;:::;N � 1 – these constraints express

that, for all ði; jÞ 2 Z and for all r 2 1;:::;N � 1, if (i, j) is the terminal end of an arc
of the path from the vertex representing reservoir BRr to the vertex representing
reservoir BRN, then (i, j) is also the initial end of an arc of the same path.

This type of formulation has been used to define a network of corridors suitable
for grizzly bear movement in the northern Rocky Mountains of the United States.
A disadvantage of this formulation is that the lengths of the corridors connecting
two reservoirs cannot be controlled in the searched solution except for the pairs of
reservoirs ðBRr ;BRN Þ, r ¼ 1;:::;N � 1. In this case, it is sufficient to add
the constraint

P
ði;j;k;lÞ2Ir ;N lrijkl �LrN

max, where Ir;N ¼ fðði; jÞ; ðk; lÞÞ 2 U ; zij 62
BRr [BRNg and LrN

max indicates the maximal authorised length for the corridor
connecting BRr to BRN. In other words, Ir,N refers to the set of arcs for which the
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zone associated with their initial end does not belong to either reservoir BRr or
reservoir BRN.

We propose below a slightly different formulation of the corridor design problem
that does not have this disadvantage. We keep variables lrijkl with their same
meaning and replace variables /ijkl by variables xij that are equal to 1 if and only if at
least one of the N−1 paths from, BRr, r = 1,…, N−1, to BRN passes through the
vertex ði; jÞ. The result is program P6.2, which has fewer variables and fewer con-
straints than P6.1, and allows a limit to be imposed on the length of the corridor
connecting any two reservoirs.

P6:2 :

min
P

ði;jÞ2Z
cijxij

s.t:

xij �
P

ðk;lÞ2Adjij
lrijkl ði; jÞ 2 Z ; r ¼ 1;. . .;N � 1 ð6:2:1Þ

P
ðk;lÞ2Adjij

lrijkl �
P

ðk;lÞ2Adjij
lrklij ¼ dr

ij ði; jÞ 2 Z ; r ¼ 1;. . .;N � 1 ð6:2:2Þ

xij 2 f0; 1g ði; jÞ 2 Z ð6:2:3Þ
lrijkl 2 f0; 1g ðði; jÞ; ðk; lÞÞ 2 U ; r ¼ 1;. . .;N � 1 ð6:2:4Þ

�������������

8>>>>>>>>>>><
>>>>>>>>>>>:

Constraints 6.2.1 express that, if at least one of the N−1 paths from the vertex
representing reservoir BRr to the vertex representing reservoir BRN passes through
an arc of initial end (i, j), then zone zij is retained. Constraints 6.2.2 are identical to
constraints 6.1.2.

As in the previous formulation, a constraint can be introduced limiting the
length of the corridor connecting BRr and BRN. To limit to Lst

max the length of the
corridor connecting any two reservoirs, BRs and BRt, a new Boolean variable wst

ijkl is
defined, which is equal to 1 if and only the path from the vertex representing BRs to
the vertex representing BRt follows the arc ðði; jÞ; ðk; lÞÞ and the set of constraints
C6.1 is added where dstij ¼ 1 if zij represents BRs, d

st
ij ¼ �1 if zij represents BRt, and

dstij ¼ 0 in the other cases.

C6:1 :

P
ðði;jÞ;ðk;lÞÞ2U ;zij 62BRs [BRt

wst
ijkl �Lst

max

xij �
P

ðk;lÞ2Adjij
wst
ijkl ði; jÞ 2 Z

P
ðk;lÞ2Adjij

wst
ijkl �

P
ðk;lÞ2Adjij

wst
klij ¼ dstij ði; jÞ 2 Z

8>>>>><
>>>>>:

6.2.4 Example

The hypothetical landscape studied is represented by a grid of 20� 20 square and
identical zones and includes 7 biodiversity reservoirs, BR1, BR2,…, BR7. Among the
zones that do not belong to the reservoirs, some are already protected and provide
habitat favourable to the species under consideration, others can be protected and
possibly restored to also provide habitat favourable to the species under
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FIG. 6.5 – A hypothetical landscape represented by a grid of 20� 20 square and identical
zones. It includes 7 biodiversity reservoirs, BR1, BR2, BR3 BR4, BR5, BR6, and BR7, and 11
zones already protected and providing habitat favourable to the species concerned, z45,
z6,15, z73, z74, z9,17, z9,18, z11,8, z15,10, z19,13, and z20,13. The cost associated with the not already
protected zones is equal to one unit and the cost associated with the already protected zones is
equal to 0. Finally, zones z18, z19, z1,10, z4,11, z4,12, z13,18, z14,18, z15,1, z15,2, z16,1, z16,2, z16,7,
z16,8, z17,7, and z17,8 cannot be protected.

FIG. 6.6 – Optimal solution associated with the instance of figure 6.5. The corridors are
shown in black. The protection and possible restoration of a total of 28 zones allows all the
reservoirs to be connected. The cost associated with each black zone is equal to 1 except for
the zones that were already protected. For these zones, the cost is 0 and is shown in the figure.
The total cost of the corridor network is equal to 25 units. The length of the corridor con-
necting BR4 and BR5 is equal to 18.
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FIG. 6.7 – Optimal solution associated with the instance described in figure 6.5 when the
length of the corridor connecting reservoirs BR4 and BR5 is required to be less than or equal to
9. The cost of this solution is equal to 26 units. The zones constituting the corridor linking
BR4 and BR5 are marked with a cross. The length of this corridor is equal to 5.

FIG. 6.8 – Optimal solution associated with the instance described in figure 6.5 when the length
of the corridor connecting reservoirs BR4 and BR5 is required to be less than or equal to 9, and
the length of the corridor connecting reservoirs BR6 and BR7 is required to be less than or equal
to 11. The cost of this solution is equal to 30 units. The zones constituting the corridors
connecting BR4 to BR5 and BR6 to BR7 are marked with a cross. The corresponding lengths are
6 and 9, respectively. On the other hand, the length of the corridor connecting reservoirs BR5

and BR7 increases significantly, compared to the previous solution, from 4 to 28.
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consideration. In addition, some zones cannot be protected and will, therefore, not
be able to contribute to the constitution of corridors (figure 6.5).

Figure 6.6 shows the low-cost corridor network linking the 7 reservoirs.
Figure 6.7 shows the least-cost network when the length of the corridor connecting
BR4 and BR5 is limited to 9 and figure 6.8 presents the least-cost network when, in
addition, the length of the corridor connecting BR6 and BR7 is limited to 11.

6.3 Optimizing the Permeability of an Existing Corridor
Network Under a Budgetary Constraint

6.3.1 The Problem

This problem consists in improving and/or restoring an existing network of corridors
with the best cost-effectiveness ratio. In other words, there is a certain budget
available to carry out developments to improve the permeability of the network and
the aim is to carry out these developments in such a way as to increase this per-
meability as much as possible, while respecting the financial constraint. Some
authors have considered this type of problem but have proposed – approximate –

resolutions based on simulation methods. We present here an – exact – resolution
based on mixed-integer linear programming. We consider a network of corridors and
a set of species all having the same behaviour in this network. The network is
represented by a graph, G ¼ ðBR;C Þ, where BR is the set of indices associated with
the set of the N biodiversity reservoirs, BR1, BR2,…, BRN, corresponding to habi-
tats favourable to the species under consideration, and where C is the set of arcs. For
any couple, ði; jÞ 2 f1;:::;Ng2; i 6¼ j, (i, j) is an arc of the graph if there is a corridor
between BRi and BRj. Note that G ¼ ðBR;C Þ is a symmetric graph. For various
reasons – road and rail infrastructure, urbanization, agriculture, etc. – the condition
of these corridors is more or less deteriorated. The problem is to restore this network
of corridors as efficiently as possible, i.e., to optimize its permeability, under a
budgetary constraint. This permeability is measured by the mathematical expec-
tation of the distance travelled in the network by the species under consideration. It
is assumed that when an animal is in reservoir BRi, it randomly and equiprobably
chooses one of the corridors leading to this reservoir – and thus also leaving this
reservoir. It thus chooses the corridor [BRi, BRj] with the probability 1=di where di
indicates the degree of the vertex associated with reservoir BRi, and then tries,
eventually, to use this corridor. A certain probability is associated with this possi-
bility. If it decides to use the corridor, it is assumed that it succeeds in reaching the
other end, i.e., reservoir BRj, also with a certain probability and that it does not
succeed in reaching it, being killed beforehand, with the complementary probability.
Restoring a corridor [BRi, BRj] increases the last two probabilities – trying to follow
the corridor and succeeding in its course. The more resources are devoted to
restoration, the higher the values of these probabilities. For a given corridor, several
levels of investment are possible. The set of these levels, for the corridor connecting
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reservoirs BRi and BRj, is designated by Hij ¼ f0; 1;:::; hijg with hij = hji. It is
assumed that for each corridor, the possible values of the different probabilities
mentioned above and the associated costs are known. The level 0 investment consists
in doing nothing – the corridor remains in its current state – and costs 0. Denote by
r1ijh; ði; jÞ 2 C ; h 2 Hij , the probability for an animal, located in BRi, to try to use the
corridor [BRi, BRj] if level h investment is made in this corridor and
r2ijh; ði; jÞ 2 C ; h 2 Hij , the probability, having chosen to use the corridor, to reach

BRj. These probabilities are not necessarily symmetric. Thus, probability r1ijh may be

different fromprobability r1jih and probability r
2
ijh maybe different fromprobability r2jih.

6.3.2 Associated Markov Chain

With the corridor network is associated a Markov chain (see appendix at the end of
the book) whose set of states is made up of N transient states corresponding to the
N reservoirs and a (N + 1)th, absorbing, state corresponding to the death of the
animal. These states are denoted by 1, 2,…, N, N + 1. We denote by prij,
i ¼ 1;:::;N þ 1; j ¼ 1;:::;N þ 1, the transition probability from state i to state j. The
probability prN+1,N+1 is equal to 1 and, for all j 2 f1;:::;Ng, the probability prN+1,j

is equal to 0. The probability prij, i ¼ 1;:::;N ; j ¼ 1;:::;N , corresponds to the
probability that an animal present in reservoir BRi at time t is present in reservoir
BRj at time t + 1. Note that the probability prii, i = 1,…, N, is to be considered. It
corresponds to the fact that an animal, present in reservoir BRi at time t, can give up
using one of the corridors leaving BRi and thus be again in BRi at time t + 1. The
probability pri;N þ 1, i ¼ 1;:::;N , corresponds to the probability that an animal in
reservoir BRi at time t is dead at time t + 1. It is assumed that at the initial moment
there is an animal in each of the N transient states, i.e., in each of the reservoirs. The
duration of a transition will depend on the context of the study and in particular on
the type of corridor networks and the type of species considered.

Let us consider the transition probability matrix, P ¼ Z D
0 1

� �
, Z corresponding

to the transition probabilities between transient states and D, to the transition
probabilities from transient states to the absorbing state. Let us denote by N the
N � N –matrix whose general term, nij , represents the expected number of passages
through transient state j for an animal starting from transient state i, before being
absorbed, i.e., before being in the state N + 1. According to Markov’s chain theory,
N ¼ ðI � ZÞ�1 where I denotes the N �N identity matrix. Let wi ¼

PN
j¼1 nji,

i ¼ 1;:::;N . The quantity wi thus represents the expected total number of passages
through state i, before being absorbed. We deduce that the expected total number of
routes in the corridor [BRi, BRj], from BRi to BRj, is equal to wiprij. We can show
that the only solution of the system of equations wi �

PN
j¼1 wjprji ¼ 1, i ¼ 1;:::;N , in

which the quantities wi, i = 1,…, N, are the unknowns, checks wi ¼
PN

j¼1 nji.
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6.3.3 Mathematical Programming Formulation

The problem of choosing the investments to be made in each corridor in order to
maximize the expected value of the total distance travelled by N animals, one animal
being initially located in each of the N reservoirs, can therefore be formulated as the
mathematical program P6.3.

P6.3 :

max
P

ði;jÞ2C ; i\j
lijðwiprij þwjprjiÞ

s.t:
wi �

PN
j¼1

wjprji ¼ 1 i ¼ 1;:::;N ð6:3:1Þ
P 2 ~P ð6:3:2Þ

������

8>>>><
>>>>:

where C ¼ fði; jÞ : ½BRi;BRj � is a corridorg, lij is the length of the corridor

½BRi;BRj �, wi is a real variable that represents the expression
PN

j¼1 nji and ~P is a set
of stochastic matrices, of dimension ðN þ 1Þ � ðN þ 1Þ, of general term prij and
admissible for the problem. It should be recalled that the set of possible investment
levels in the corridor ½BRi;BRj � is Hij ¼ f1; 2;:::; hijg with hij = hji. Let xijh,
ði; jÞ 2 C ; h 2 Hij , be the Boolean variable which is equal to 1 if and only if the level
h investment is made in the corridor ½BRi;BRj � and cijh, be the cost of this invest-
ment. This cost is defined for i < j. Remember that for all ði; jÞ 2 C ; i\j, cij0 = 0.
We put xijh = xjih. Let enij, ði; jÞ 2 C , be the positive or zero variable that represents
the expected total number of routes in the corridor ½BRi;BRj �, from BRi to BRj, i.e.,
the quantity wiprij. The problem considered can then be formulated as program P6.4.

P6:4 :

max
P

ði;jÞ2C ;i\j
lijðenij þ enjiÞ

s.t:

P
ði;jÞ2C ;i\j;h2Hij

cijhxijh �B ð6:4:1Þ
P

h2Hij

xijh ¼ 1 ði; jÞ 2 C ; i\j ð6:4:2Þ
enij ¼ wi

di

P
h2Hij

r1ijh r
2
ijh xijh ði; jÞ 2 C ð6:4:3Þ

wi
di

P
j:ði;jÞ2C ;h2Hij

r1ijh xijh

¼ 1þ P
j: ði;jÞ2C

enji i ¼ 1;. . .;N ð6:4:4Þ

xijh ¼ xjih ði; jÞ 2 C ; i\j; h 2 Hij ð6:4:5Þ
xijh 2 f0; 1g ði; jÞ 2 C ; h 2 Hij ð6:4:6Þ
wi � 0 i ¼ 1;. . .;N ð6:4:7Þ
enij � 0 ði; jÞ 2 C ð6:4:8Þ

��������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

The economic function of P6.4 expresses the expected total distance travelled in
the corridors. Constraint 6.4.1 expresses the financial constraint. Constraints 6.4.2
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and 6.4.5 express that, for each corridor, only one level of investment must be
selected. Constraints 6.4.3 express the expected number of routes in the corridor
[BRi, BRj], from BRi to BRj. Constraints 6.4.4 reflect constraints 6.3.1. Indeed, these
last constraints can be written as wi ¼ 1þ P

j¼1;:::;N ;j 6¼i wjprji þwiprii or alterna-
tively wið1� priiÞ ¼ 1þ P

j¼1;:::;N ;j 6¼i enji. Let us express probability prii, i.e., the
probability, for an animal present at time t in reservoir BRi, of being present again in
this reservoir at time t + 1. This occurs when the animal chooses any corridor
leaving from BRi and renounces trying to travel that corridor. Remember that an
animal present in BRi chooses the corridor [BRi, BRj] with probability 1/di. More-
over, when it has chosen the corridor [BRi, BRj], it tries to use it with probability r1ijh
if level h investment has been made in this corridor. So we have prii ¼P

j:ði;jÞ2C ð1�P
h2Hij

r1ijhxijhÞ=di and constraints 6.3.1 can therefore be written

wið1�
P

j: ði;jÞ2C ð1�P
h2Hij

r1ijhxijhÞ=di Þ ¼ 1þ P
j¼1;:::;N ;j 6¼i enji or alternatively

wi
di

P
j:ði;jÞ2C ;h2Hij

r1ijh xijh ¼ 1þ P
j¼1;:::;N ;j 6¼i enji. P6.4 can be transformed into a

mixed-integer linear program by linearizing the quadratic expressions wixijh, which
are products of the real, non-negative variable wi by the Boolean variable xijh (see
appendix at the end of this book). To do this, we replace each product wixijh with
variable vijh and add the set of linear constraints C6.2 below to force vijh to be equal
to wixijh , ði; jÞ 2 C ; h 2 Hij .

C6:2 :

vijh �UBi xijh ði; jÞ 2 C ; h 2 HijP
h2Hij

vijh ¼ wi ði; jÞ 2 C

vijh � 0 ði; jÞ 2 C ; h 2 Hij

8><
>:

UBi is a constant greater than or equal to the optimal value of wi in program
P6.4. By examining successively the two possible values of xijh, while taking into
account constraints 6.4.2 and 6.4.5, we see that vijh ¼ wixijh if and only if the con-
straints of C6.2 are satisfied. Finally, the problem can be solved by program P6.5.

P6:5 :

max
P

ði;jÞ2C ; i\j
lij enij þ enji
� �

s.t:

ð6:4:1Þ; ð6:4:2Þ; ð6:4:5Þ; ð6:4:6Þ; ð6:4:7Þ; ð6:4:8Þ
enij ¼ 1

di

P
h2Hij

r1ijh r
2
ijh vijh ði; jÞ 2 C ð6:5:1Þ

1
di

P
j : ði; jÞ 2 C
h 2 Hij

r1ijh vijh ¼ 1þ P
j:ði;jÞ2C

enji i ¼ 1;:::;N ð6:5:2Þ

vijh �UBi xijh ði; jÞ 2 C ; h 2 Hij ð6:5:3Þ
P

h2Hij

vijh ¼ wi ði; jÞ 2 C ð6:5:4Þ

vijh � 0 ði; jÞ 2 C ; h 2 Hij ð6:5:5Þ

����������������������

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:
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6.3.4 Example 1

Consider the example described in figure 6.9 and table 6.1.
In this example, we assume that there are 4 possible types of restoration for each

corridor to reduce the barrier effect – reflected by the probabilities r1ijh and r1jih – and

mortality risk – reflected by the probabilities r2ijh and r2jih. Table 6.1 gives, for each

corridor ½BRi;BRj �, its length, lij , the probabilities r1ijh, r1jih , r2ijh, and r2jih, for h = 0, 1,
…, 4, and the associated costs, cijh, for h = 0, 1,…, 4. By definition, cij0 is equal to
0. In this example, the effects of the possible restorations for each corridor are not
symmetric, neither with regard to the barrier effect since r1ijh may be different from

r1jih, nor with regard to the mortality risk since r2ijh may be different from r2jih. Note

that, in this example, r1ijh , r
1
jih, r

2
ijh, r

2
jih, and cijh are increasing as a function of h.

The computational experiments were conducted with different values of the
available budget, B. The results are presented in table 6.2. Remember that, in this
example, the effects of corridor restoration are not symmetric, neither in terms of
barrier effect nor in terms of mortality risk. In order to obtain, among the equivalent
solutions of P6.5, a minimal cost solution, we subtract from the objective function
the quantity e

P
ði;jÞ2C ;i\j;h2Hij

cijhxijh, where e is a sufficiently small constant.

If no restoration is carried out in the corridors, the expected total distance
travelled is 60 km, and if the best possible restoration is carried out in view of the
pursued objective – which requires a budget of 133 units – this expected distance
becomes equal to 213 km. The results in table 6.2 show that, in some cases, it is not

FIG. 6.9 – A hypothetical network of corridors associated with 6 biodiversity reservoirs. The
corridors ½BR1;BR2�, ½BR1;BR3�, ½BR4;BR6�, and ½BR5;BR6� are long and narrow. Dwellings
are located near the corridors ½BR4;BR6� and ½BR5;BR6�. The corridors ½BR2;BR3� and
½BR4;BR5� are short and narrow. The corridors ½BR2;BR4�, ½BR3;BR4�, and ½BR3;BR5� are
relatively short and wide. These last 3 corridors are crossed by a main road and the corridors
½BR1;BR2� and ½BR1;BR3� are crossed by a small road.
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TAB. 6.1 – Each cell in columns 2 to 6 shows, for a corridor ½BRi;BRj � of the network in figure 6.9 and for a given value of the investment level
h 2 f0; 1; 2; 3; 4g, the probabilities r1ijh , r

1
jih , r

2
ijh , r

2
jih , and the associated costs, cijh , in this order. For example, in the cell located at the

intersection of row [3, 5] – associated with the corridor [BR3, BR5] – and column h = 3, r1353 ¼ 0:7, r1533 ¼ 0:7, r2353 ¼ 0:9, r2533 ¼ 0:8, and
c353 ¼ 12. The last column of the table shows the length of each corridor, lij , in kilometres. The total cost associated with the maximal
investments that can be made in each corridor is equal to 150.

[i, j] h = 0 h = 1 h = 2 h = 3 h = 4 lij
[1, 2] 0.2/0.2/0.7/0.7/0 0.5/0.6/0.8/0.8/3 0.7/0.8/0.9/0.9/8 0.8/0.8/0.9/0.9/11 0.9/0.9/0.8/0.9/15 10
[1, 3] 0.2/0.2/0.6/0.6/0 0.3/0.4/0.7/0.7/4 0.6/0.5/0.7/0.7/10 0.7/0.7/0.7/0.8/13 0.9/0.8/0.8/0.9/17 10
[2, 3] 0.2/0.2/0.5/0.5/0 0.5/0.6/0.6/0.6/2 0.5/0.7/0.7/0.6/7 0.7/0.8/0.7/0.7/11 0.8/0.9/0.8/0.9/17 2
[2, 4] 0.2/0.2/0.6/0.7/0 0.4/0.6/0.7/0.7/4 0.7/0.7/0.7/0.7/9 0.8/0.8/0.9/0.8/13 0.9/0.9/0.8/0.9/16 5
[3, 4] 0.2/0.2/0.6/0.6/0 0.4/0.4/0.6/0.6/3 0.7/0.7/0.8/0.6/8 0.8/0.8/0.8/0.8/15 0.9/0.9/0.8/0.9/19 6
[3, 5] 0.2/0.3/0.5/0.7/0 0.4/0.5/0.6/0.7/5 0.6/0.7/0.8/0.7/9 0.7/0.7/0.9/0.8/12 0.9/0.9/0.8/0.9/18 5
[4, 5] 0.2/0.2/0.7/0.7/0 0.4/0.4/0.7/0.7/2 0.5/0.5/0.8/0.7/6 0.8/0.8/0.8/0.8/11 0.9/0.9/0.9/0.9/16 2
[4, 6] 0.2/0.3/0.7/0.5/0 0.5/0.5/0.7/0.7/4 0.7/0.7/0.7/0.7/9 0.8/0.8/0.7/0.7/12 0.9/0.9/0.7/0.9/15 7
[5, 6] 0.2/0.2/0.6/0.6/0 0.5/0.5/0.7/0.7/5 0.7/0.8/0.8/0.8/10 0.8/0.8/0.9/0.8/13 0.9/0.9/0.8/0.9/17 7
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TAB. 6.2 – Results obtained, by solving program P6.5, for the example
described in figure 6.9 and table 6.1.

B Expected total
distance travelled

(km)

Actual
cost

enij þ enji
� �

CPU
time
(s)

Min Av Max

0 60 0 0.86 1.06 1.37 0.0
30 147 29 0.74 2.03 5.54 0.1
60 181 60 0.70 2.65 5.18 0.2
90 203 87 0.64 3.11 4.81 0.2
120 211 117 0.79 3.63 4.29 0.1
150 213 133 3.21 4.94 4.43 0.1

TAB. 6.3 – Detailed results corresponding to the optimal solution of the example described in
figure 6.9 and table 6.1 for a budget of 90 units.

 1 2 3 4 5 6   1 2 3 4 5 6 

1  11 17     1  0.8/0.9 0.9/0.8    
2   0 0    2 0.8/0.9  0.2/0.5 0.2/0.6   

3    19 12   3 0.8/0.9 0.2/0.5  0.9/0.8 0.7/0.9  

4     0 15  4  0.2/0.7 0.9/0.9  0.2/0.7 0.9/0.7 
5      13  5   0.7/0.8 0.2/0.7  0.8/0.9 

6        6    0.9/0.9 0.8/0.8  

 (a) ijhc , amount of investment  

in each corridor - a total of 87 units. 

  (b) 1 2/ijh ijhr r , probabilities associated with  

barrier effect, 
1
ijhr , and mortality risk, 

2
ijhr . 

 1 2 3 4 5 6 7   1 2 3 4 5 6 

1 0.15 0.36 0.36 0 0 0 0.13  1  4.81 4.52    
2 0.24 0.60 0.03 0.04 0 0 0.09  2   0.64 0.81   

3 0.18 0.02 0.35 0.18 0.16 0 0.11  3    4.49 3.58  

4 0 0.03 0.20 0.45 0.03 0.16 0.12  4     0.83 4.21 
5 0 0 0.19 0.05 0.43 0.24 0.09  5      4.08 

6 0 0 0 0.40 0.32 0.15 0.12  6       

7 0 0 0 0 0 0 1    

 (c) ijpr ,  transition  probabilities.    (d) ( )ij jien en , expected number  

of routes along each corridor; average value=3.11. 

 1 2 3 4 5 6 

1 2.24 2.25 2.01 1.26 0.91 0.49 

2 1.49 4.05 1.64 1.23 0.79 0.45 
3 1.01 1.26 3.10 1.75 1.37 0.71 

4 0.66 1.00 1.81 3.30 1.25 0.96 

5 0.62 0.83 1.83 1.80 3.06 1.20 
6 0.55 0.79 1.55 2.25 1.75 2.09 

 (e) nij, general term of (I-Z)-1, expected number of passages through BR j  
for an individual starting from BR i - before its disappearance.  
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worthwhile to use all the financial resources to optimize the permeability of the
network. For example, when B = 90, the best solution – 203 km – is obtained by
investing only 87 units. If the entire budget is required to be used by transforming in
program P6.5 the inequality constraint

P
ði;jÞ2C ;i\j;h2Hij

cijhxijh �B into the equality

constraint
P

ði;jÞ2C ;i\j;h2Hij
cijhxijh ¼ B, the best solution obtained corresponds to an

expected distance of only 201 km. Table 6.3 gives detailed results when B ¼ 90.
We see in table 6.3d that the corridors ½BR2;BR3�, ½BR2;BR4�, and ½BR4;BR5�

are little used, compared to others. The mathematical programming approach
allows additional constraints to be easily taken into account. For example, the
expected number of routes along each corridor can be required to be greater than or
equal to 1.5. To do this, simply add the constraints enij þ enji � 1:5, ði; jÞ 2 C ; i\j,
to program P6.5. In this case, the expected total distance travelled along the corri-
dors becomes 165 km instead of 203 km. The detailed characteristics of this solution
are given in table 6.4.

TAB. 6.4 – Detailed results corresponding to the optimal solution of the example described in
figure 6.9 and table 6.1, in the case of a budget of 90 units and when the number of routes
along each corridor must be greater than or equal to 1.5.

 1 2 3 4 5 6   1 2 3 4 5 6 

1  8 17     1  0.7/0.9 0.9/0.8    

2   2 13    2 0.8/0.9  0.5/0.6 0.8/0.9   

3    15 12   3 0.8/0.9 0.6/0.6  0.8/0.8 0.7/0.9  
4     6 4  4  0.8/0.8 0.8/0.8  0.5/0.8 0.5/0.7 

5      13  5   0.7/0.8 0.5/0.7  0.8/0.9 

6        6    0.5/0.7 0.8/0.8  

 (a) ijhc , amount of investment  

in each corridor - a total of 90 units. 

  (b) 1 2/ijh ijhr r , probabilities associated with  

barrier effect, 
1
ijhr , and mortality risk, 

2
ijhr .  

 1 2 3 4 5 6 7   1 2 3 4 5 6 

1 0.20 0.32 0.36 0 0 0 0.12  1  3.46 3.63    

2 0.24 0.30 0.10 0.24 0 0 0.12  2   1.55 3.24   

3 0.18 0.09 0.28 0.16 0.16 0 0.14  3    2.97 2.90  

4 0 0.16 0.16 0.35 0.10 0.09 0.14  4     1.85 1.82 

5 0 0 0.19 0.12 0.33 0.24 0.12  5      3.69 

6 0 0 0 0.18 0.32 0.35 0.16  6       

7 0 0 0 0 0 0 1    

 (c) ijpr , transition probabilities.    (d) ( )ij jien en , expected number  

of routes along each corridor; average value=2.79. 

 1 2 3 4 5 6 

1 2.05 1.42 1.69 1.21 0.80 0.46 
2 1.04 2.42 1.39 1.51 0.79 0.50 

3 0.88 1.03 2.54 1.36 1.08 0.58 

4 0.60 1.04 1.30 2.63 1.06 0.75 
5 0.50 0.70 1.29 1.33 2.54 1.12 

6 0.41 0.62 0.99 1.36 1.54 2.29 

 (e) nij, general term of (I-Z)-1, expected number of passages through BR j  
for an individual starting from BR i - before its disappearance. 
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6.3.5 Example 2

From a theoretical point of view, there is no limit in the size of the instances –

number of reservoirs and number of corridors – that can be handled by program P6.5.
However, for large-sized instances, the computation time required to resolve them
can become very important. We tested an instance with 10 reservoirs and 15 cor-
ridors and considered that there could be 7 levels of restoration for each of these
corridors (figure 6.10). In this example, the landscape is represented by a grid of
28� 28 square and identical zones, each side of which measures 500 m, and includes
10 biodiversity reservoirs, BR1, BR2,…, BR10. As in the example in section 6.3.4, it
is assumed that the effects of corridor restoration are not symmetric – r1ijh may be

different from r1jih and r2ijh may be different from r2jih.
In figure 6.10, the length of the corridor connecting two reservoirs, BRi and BRj,

is proportional to the number of grid cells that must be traversed along this corridor

BR1 
         BR2 

      BR3 
   

                 
                 

                   

                   
                      

                            
               BR7           

                         
                         

                         

                            
         BR8                 

BR10 
                     
                        

                  BR4    

                     
                     

               BR6           
                         

        BR9               
                         

                         

                         
                      BR5    

                         
                         

                         

FIG. 6.10 – A hypothetical network with 10 reservoirs and 15 corridors.
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TAB. 6.5 – This table shows, for each corridor ½BRi;BRj � of the network in figure 6.10 and for each possible value of the investment level
h 2 {0, 1, 2, 3, 4, 5, 6, 7}, the probabilities r1ijh , r

1
jih, r

2
ijh, r

2
jih and the associated costs, cijh , in this order. For example, the cell located at the

intersection of row [3, 5] – associated with the corridor [BR3, BR5] – and column h = 6, r1356 ¼ 0:81, r1536 ¼ 0:81, r2356 ¼ 0:86, r2536 ¼ 0:86, and
c356 ¼ 31. The last column of the table shows the length of each corridor, lij , in kilometres – 16 for the corridor [BR3, BR5].

[i, j] h = 0 h = 1 h = 2 h = 3 h = 4

[1, 2] 0.21/0.23/0.56/0.58/0 0.31/0.33/0.61/0.63/1 0.41/0.43/0.66/0.68/4 0.51/0.53/0.71/0.73/9 0.61/0.63/0.76/0.78/15
[1, 7] 0.22/0.22/0.57/0.57/0 0.32/0.32/0.62/0.62/1 0.42/0.42/0.67/0.67/4 0.52/0.52/0.72/0.72/9 0.62/0.62/0.77/0.77/15
[1, 8] 0.21/0.22/0.56/0.57/0 0.31/0.32/0.61/0.62/1 0.41/0.42/0.66/0.67/5 0.51/0.52/0.71/0.72/11 0.61/0.62/0.76/0.77/18
[1, 10] 0.22/0.23/0.57/0.58/0 0.32/0.33/0.62/0.63/1 0.42/0.43/0.67/0.68/5 0.52/0.53/0.72/0.73/11 0.62/0.63/0.77/0.78/18
[2, 3] 0.24/0.21/0.59/0.56/0 0.34/0.31/0.64/0.61/1 0.44/0.41/0.69/0.66/5 0.54/0.51/0.74/0.71/10 0.64/0.61/0.79/0.76/17
[3, 4] 0.22/0.23/0.57/0.58/0 0.32/0.33/0.62/0.63/1 0.42/0.43/0.67/0.68/5 0.52/0.53/0.72/0.73/10 0.62/0.63/0.77/0.78/17
[3, 5] 0.21/0.21/0.56/0.56/0 0.31/0.31/0.61/0.61/1 0.41/0.41/0.66/0.66/4 0.51/0.51/0.71/0.71/9 0.61/0.61/0.76/0.76/15
[3, 7] 0.21/0.21/0.56/0.56/0 0.31/0.31/0.61/0.61/1 0.41/0.41/0.66/0.66/4 0.51/0.51/0.71/0.71/8 0.61/0.61/0.76/0.76/13
[4, 5] 0.21/0.21/0.56/0.56/0 0.31/0.31/0.61/0.61/1 0.41/0.41/0.66/0.66/5 0.51/0.51/0.71/0.71/10 0.61/0.61/0.76/0.76/17
[5, 6] 0.22/0.23/0.57/0.58/0 0.32/0.33/0.62/0.63/1 0.42/0.43/0.67/0.68/4 0.52/0.53/0.72/0.73/9 0.62/0.63/0.77/0.78/15
[6, 7] 0.22/0.23/0.57/0.58/0 0.32/0.33/0.62/0.63/1 0.42/0.43/0.67/0.68/5 0.52/0.53/0.72/0.73/11 0.62/0.63/0.77/0.78/18
[6, 9] 0.24/0.22/0.59/0.57/0 0.34/0.32/0.64/0.62/1 0.44/0.42/0.69/0.67/4 0.54/0.52/0.74/0.72/9 0.64/0.62/0.79/0.77/15
[7, 8] 0.23/0.22/0.58/0.57/0 0.33/0.32/0.63/0.62/1 0.43/0.42/0.68/0.67/5 0.53/0.52/0.73/0.72/10 0.63/0.62/0.78/0.77/17
[8, 9] 0.21/0.23/0.56/0.58/0 0.31/0.33/0.61/0.63/1 0.41/0.43/0.66/0.68/4 0.51/0.53/0.71/0.73/7 0.61/0.63/0.76/0.78/12
[9, 10] 0.22/0.23/0.57/0.58/0 0.32/0.33/0.62/0.63/1 0.42/0.43/0.67/0.68/4 0.52/0.53/0.72/0.73/8 0.62/0.63/0.77/0.78/13
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[i, j] h = 5 h = 6 h = 7 lij
[1, 2] 0.71/0.73/0.81/0.83/23 0.81/0.83/0.86/0.88/32 0.91/0.93/0.91/0.93/42 10
[1, 7] 0.72/0.72/0.82/0.82/22 0.82/0.82/0.87/0.87/30 0.92/0.92/0.92/0.92/40 14
[1, 8] 0.71/0.72/0.81/0.82/27 0.81/0.82/0.86/0.87/38 0.91/0.92/0.91/0.92/50 12
[1, 10] 0.72/0.73/0.82/0.83/27 0.82/0.83/0.87/0.88/38 0.92/0.93/0.92/0.93/50 8
[2, 3] 0.74/0.71/0.84/0.81/25 0.84/0.81/0.89/0.86/35 0.94/0.91/0.94/0.91/47 8
[3, 4] 0.72/0.73/0.82/0.83/26 0.82/0.83/0.87/0.88/35 0.92/0.93/0.92/0.93/47 11
[3, 5] 0.71/0.71/0.81/0.81/22 0.81/0.81/0.86/0.86/31 0.91/0.91/0.91/0.91/41 16
[3, 7] 0.71/0.71/0.81/0.81/20 0.81/0.81/0.86/0.86/28 0.91/0.91/0.91/0.91/37 6
[4, 5] 0.71/0.71/0.81/0.81/26 0.81/0.81/0.86/0.86/36 0.91/0.91/0.91/0.91/47 10
[5, 6] 0.72/0.73/0.82/0.83/23 0.82/0.83/0.87/0.88/32 0.92/0.93/0.92/0.93/42 8
[6, 7] 0.72/0.73/0.82/0.83/27 0.82/0.83/0.87/0.88/37 0.92/0.93/0.92/0.93/49 12
[6, 9] 0.74/0.72/0.84/0.82/22 0.84/0.82/0.89/0.87/31 0.94/0.92/0.94/0.92/41 14
[7, 8] 0.73/0.72/0.83/0.82/26 0.83/0.82/0.88/0.87/36 0.93/0.92/0.93/0.92/47 6
[8, 9] 0.71/0.73/0.81/0.83/19 0.81/0.83/0.86/0.88/26 0.91/0.93/0.91/0.93/34 6
[9, 10] 0.72/0.73/0.82/0.83/19 0.82/0.83/0.87/0.88/27 0.92/0.93/0.92/0.93/36 10
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to get from BRi to BRj. For example, the length of the corridor connecting BR1 to
BR2 is equal to 5 km and the length of the corridor connecting BR6 to BR7 is equal
to 6 km. All data for this example are summarized in table 6.5.

We see in table 6.6 that the resolution of this instance is very fast for the six
B values considered. The case that requires the most computation time is when the
financial resources are limited to about 0.5 times the maximum potential invest-
ment,

P
ði;jÞ 2C ; i\j c

7
ij ¼ 650. We also see in this table that the difference between the

extreme values of ðenij þ enjiÞ is often significant. We solved the problem with
B = 450 and the additional constraints, enij þ enji � 2, ði; jÞ 2 C ; i\j. In this case,
the minimal number of routes along a corridor is equal to 2.33 and the maximal
number of routes along a corridor is equal to 6.15, but the expected total distance
travelled along the corridors is only equal to 765 km. It should be noted that taking
this constraint into account significantly increases the computation time, since it
increases from 2 to 49 s. We also solved the problem with the constraints prij � 0:1 –

without constraints on the number of routes in each corridor. In this case, the
minimal number of routes along a corridor is equal to 2.32, the maximal number of
routes along a corridor is equal to 6.09 and the expected total distance travelled
along the corridors is equal to 744 km (39 s of computation time). With the con-
straints prij � 0:15, ði; jÞ 2 C , the minimal number of routes along a corridor is equal
to 2.86, the maximal number of routes along a corridor is equal to 5.47 and the
expected total distance travelled along the corridors is equal to 676 km (1.12 s of
computation time). Finally, there is no feasible solution when prij � 0:2, ði; jÞ 2 C . In
this case, with the budgetary constraint corresponding to B = 450, it is impossible
to make investments in the corridors in such a way that prij � 0:2 for all the reservoir
pairs connected by a corridor. Remember that prij is the probability, for an animal
leaving reservoir BRi, of reaching the adjacent reservoir BRj in one transition. The
same applies to any available budget value less than or equal to 569. On the other
hand, for any available budget value greater than or equal to 570, there is a feasible
solution. For example, for the maximal potential investment – B = 650 – the min-
imal number of routes along a corridor is equal to 7.16, the maximal number of
routes along a corridor is equal to 7.62, and the expected total distance travelled
along the corridors is equal to 1,111 km (0.02 s of computation time).

TAB. 6.6 – Computational results for the example described in figure 6.10 and table 6.5.

B Expected total distance
travelled (km)

Actual
cost

ðenij þ enjiÞ CPU time
(s)Min Av Max

0 133 0 0.77 0.87 1.00 0
150 443 147 0.84 2.39 6.62 9
300 688 296 0.86 3.95 7.17 20
450 917 445 0.96 5.49 7.58 2
600 1,065 576 1.00 6.87 7.53 0.1
750 1,111 620 7.16 7.34 7.62 0.03
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Chapter 7

Species Survival Probabilities

7.1 Introduction
As in the previous chapters, we are interested in a set of threatened species,
S = {s1, s2,…, sm}, and a set of zones that we can decide whether or not to protect,
Z = {z1, z2,…, zn}. It is hypothesized that protecting a zone increases the chances of
survival, in that zone, of the species that live there and in which we are interested. It
is also assumed that the effects generated by the protection of the zones are inde-
pendent. In other words, the chances of survival of a species in one zone depend only
on whether the zone is protected or not; they do not depend on decisions that are
made with regard to other zones. Thus, the main characteristic of the different
models presented in this chapter lies in the fact that the uncertainty – which has
many sources – concerning the survival of species sk in zone zi is reflected by a certain
probability, and this for all i 2 Z ¼ f1; 2;:::; ng and for all k 2 S ¼ f1; 2;:::;mg. Note
that these probabilities are generally difficult to establish since it is particularly
difficult, in this field as in many others, to predict the future based on past events.
First, it is assumed that the survival probability of species sk in zone zi is equal to pik
if zone zi is not protected and qik in the opposite case. Note that this model is very
general since the values pik and qik can be equal to 0 for some couples (i, k). In
particular, some protected zones do not contribute to the protection of certain
species. This also enables, for example, to consider a zero survival probability for
certain species in unprotected zones. In a second step, it is assumed, as before, that
the protection of zone zi ensures the survival of species sk in this zone with the
probability qik but it is realistically admitted that a certain error may affect this
probability. More precisely, it is assumed that the survival probability of species sk in
the protected zone zi belongs to the interval ½qik � dik ; qik þ cik �, and this for all i 2 Z
and for all k 2 S . On the other hand, to simplify the presentation, it is considered, in
this case, that there is no uncertainty about the survival probabilities of the species
in unprotected zones and that all these probabilities are equal to 0.
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7.2 Reserve Ensuring a Certain Survival Probability
for the Largest Possible Number of Species,
of a Given Set, Under a Budgetary Constraint

The problem is to define a reserve, i.e., a set of zones to be protected, whose
protection cost is less than or equal to the available budget, denoted by B, and which
maximizes the number of species of S whose survival probability in the set of zones
considered – protected or not – is greater than or equal to a certain threshold value.
We denote by ρk the threshold value corresponding to species sk. As we saw in the
introduction, the survival probability of species sk in zone zi is denoted by pik if zi is
not protected and qik in the opposite case, and it is assumed that these survival
probabilities are independent. Let us introduce the Boolean decision variable xi
which takes the value 1 if and only if zone zi is protected. The extinction probability
of species sk in zone zi can then be written, as a function of variables xi,
1� pikð1� xiÞ � qikxi. It can be deduced that the probability of disappearance of
species sk from the set of zones considered is equal to

Q
i2Z ð1� pikð1� xiÞ � qikxiÞ,

and finally that the survival probability of species sk in these same zones is equal to
1�Qi2Z ð1� pikð1� xiÞ � qikxiÞ. The problem is, therefore, to determine the zones

to be protected, i.e., the values of variables xi, in order to satisfy, for as many species
sk as possible, k 2 S , the constraint 1�Qi2Z ð1� pikð1� xiÞ � qikxiÞ� qk . Let us

also introduce the Boolean variable yk which takes the value 1 if and only if this last
constraint is verified, i.e., if the survival probability of species sk in the set of
candidate zones is greater than or equal to the threshold value, ρk. The problem
considered can then be formulated as the mathematical program in Boolean
variables P7.1.

P7:1 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð7:1:1Þ

1� Q
i2Z

ð1� pikð1� xiÞ � qikxiÞ� qkyk k 2 S ð7:1:2Þ

xi 2 0; 1f g i 2 Z ð7:1:3Þ
yk 2 0; 1f g k 2 S ð7:1:4Þ

������������

8>>>>>>>>>>><
>>>>>>>>>>>:

The economic function of P7.1 expresses the number of species whose survival
probability in the set of candidate zones is greater than or equal to the threshold
value. This function should be maximized. Constraint 7.1.1 expresses that the total
cost of protecting the reserve must be less than or equal to the available budget,
B. Constraints 7.1.2 force the Boolean variables yk, k 2 S , to take the value 0 if the
survival probability of species sk, in the set of candidate zones, is below the threshold
value, ρk. Otherwise, and because of the expression of the economic function to be
maximized, variable yk takes the value 1 at the optimum of P7.1. Constraints 7.1.3
and 7.1.4 specify the Boolean nature of variables xi and yk. The economic function is
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linear but constraints 7.1.2 are not linear since they involve the products of the
n linear functions 1� pikð1� xiÞ � qikxi. We will see that these constraints 7.1.2 can
be linearized and therefore, finally, the solution to the problem considered can be
determined by solving a linear program in Boolean variables. First of all, let us
rewrite constraints 7.1.2 as

Q
i2Z ð1� pikð1� xiÞ � qikxiÞ� 1� qkyk , k 2 S . To

simplify the presentation, it is assumed that pik, qik, and ρk are strictly less than 1 (a
method to take into account probabilities that can take the value 1 is presented in

section 7.5.1). Constraints 7.1.2 are equivalent to log
Q

i2Z ð1� pikð1� xiÞ�
�

qikxiÞÞ� logð1� qkykÞ or alternatively to
P

i2Z logð1� pikð1� xiÞ � qikxiÞ� logð1�
qkykÞ, k 2 S . Since xi and yk are Boolean variables, logð1� pikð1� xiÞ � qikxiÞ ¼
xi logð1� qikÞþ ð1� xiÞ logð1� pikÞ and logð1� qkykÞ ¼ yk logð1� qkÞ. The
non-linear constraints 7.1.2 are, therefore, equivalent to the linear constraintP

i2Z ½xi logð1� qikÞþ ð1� xiÞ logð1� pikÞ� � yk logð1� qkÞ, k 2 S . Finally, the

solution to the problem considered can be determined by solving the linear program
in Boolean variables P7.2:

P7:2 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð7:2:1Þ
P
i2Z

½xi logð1� qikÞþ ð1� xiÞ logð1� pikÞ�
� yk logð1� qkÞ k 2 S ð7:2:2Þ

xi 2 0; 1f g i 2 Z ð7:2:3Þ
yk 2 0; 1f g k 2 S ð7:2:4Þ

���������������

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

By setting a1ik ¼ logð1� qikÞ, a2ik ¼ logð1� pikÞ and bk ¼ logð1� qkÞ, program
P7.2 is rewritten as program P7.3.

P7:3 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð7:3:1Þ j xi 2 f0; 1g i 2 Z ð7:3:3Þ
P
i2Z

½a1ikxi þ a2ikð1� xiÞ� � bkyk k 2 S ð7:3:2Þ j yk 2 f0; 1g k 2 S ð7:3:4Þ

�������

8>>>>><
>>>>>:

7.3 Least-Cost Reserve Ensuring a Certain Survival
Probability for All Species Under Consideration

Consider the following variant of the problem studied in the previous section, which
consists in determining a reserve, i.e., a set of zones to be protected, with a minimal
cost, and which ensures that all species of S have a survival probability – in the set of
candidate zones – greater than or equal to a certain threshold value. The solution to
this problem is obtained by solving the linear program in Boolean variables P7.4.
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P7:4 :

min
P
i2Z

cixi

s.t:

P
i2Z

a1ikxi þ a2ikð1� xiÞ
� �� bk k 2 S ð7:4:1Þ

xi 2 0; 1f g i 2 Z ð7:4:2Þ

������

8>>>><
>>>>:

The economic function of P7.4 expresses the cost of protecting the reserve. This
function should be minimized. Constraints 7.4.1 express that the survival proba-
bility of species sk, in the set of candidate zones, must be greater than or equal to the
threshold value, ρk, associated with this species, and this for all k 2 S .

7.4 Study of the Two Previous Problems When the
Survival Probabilities of the Species Considered
are All Equal to Zero in the Unprotected Zones

7.4.1 Mathematical Programming Formulation

It is assumed here that all the unprotected zones will be assigned to activities
incompatible with the protection of the species that live there. This corresponds to
the particular cases of the problems studied in the 2 previous sections, obtained by
considering that the survival probability of species sk in zone zi is equal to 0 if zone zi
is not protected and to qik in the opposite case. The survival probability of species sk
in the set of candidate zones is then equal to the survival probability of species sk in
the reserve, i.e., expressed as a function of variables xi, to 1�Qi2Z ð1� qikxiÞ. The
particular case corresponding to the problem in section 7.2 is to determine a reserve,
whose protection cost is less than or equal to the available budget and which
maximises the number of species of S whose survival probability in the reserve is
greater than or equal to a certain threshold value. We obtain the mathematical
program in Boolean variables P7.5. This program is obtained by replacing in P7.1

constraints 7.1.2 by constraints 7.5.2.

P7:5 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð7:5:1Þ j xi 2 f0; 1g i 2 Z ð7:5:3Þ

1� Q
i2Z

ð1� qikxiÞ� qkyk k 2 S ð7:5:2Þ j yk 2 f0; 1g k 2 S ð7:5:4Þ

��������

8>>>>>><
>>>>>>:

Like constraints 7.1.2, constraints 7.5.2 can be linearized and the solution to the
problem considered can, therefore, be determined by solving the linear program in
Boolean variables P7.6.
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P7:6 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð7:6:1Þ j xi 2 0; 1f g i 2 Z ð7:6:3Þ
P
i2Z

xi logð1� qikÞ� yk logð1� qkÞ k 2 S ð7:6:2Þ j yk 2 0; 1f g k 2 S ð7:6:4Þ

��������

8>>>>>><
>>>>>>:

Finally, by putting a1ik ¼ logð1� qikÞ and bk ¼ logð1� qkÞ, program P7.6 is
rewritten as program P7.7.

P7:7 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð7:7:1Þ j xi 2 0; 1f g i 2 Z ð7:7:3Þ
P
i2Z

a1ikxi � bkyk k 2 S ð7:7:2Þ j yk 2 0; 1f g k 2 S ð7:7:4Þ

��������

8>>>>>><
>>>>>>:

The problem of section 7.3, in the particular case where all the survival proba-
bilities are zero in unprotected zones, is to determine a minimal cost reserve that
ensures that all the species of S have a survival probability – in the set of candidate
zones and, therefore, in the reserve – greater than or equal to a certain threshold
value. This problem can be solved by the mathematical program in Boolean
variables P7.8 obtained by replacing in program P7.4 constraints 7.4.1 by the
constraints

P
i2Z a

1
ikxi � bk , k 2 S .

P7:8 :

min
P
i2Z

cixi

s.t:

P
i2Z

a1ikxi � bk k 2 S ð7:8:1Þ
xi 2 0; 1f g i 2 Z ð7:8:2Þ

�����

8>>><
>>>:

Remark. The problems considered in section 7.4 can be interpreted in a slightly
different way as some authors have done: the presence of a given species in a given
zone is defined by a probability. Thus qik refers to the probability of occurrence of
species sk in zone zi. These probabilities can be determined using statistical methods
such as logistic regression. The two problems considered above then become:
(1) determine a reserve, whose cost of protection is less than or equal to the available
budget and which maximizes the number of species of S whose probability of
occurrence in the reserve is greater than or equal to a certain threshold value,
(2) determine a minimal cost reserve which ensures to all the species of S a proba-
bility of occurrence in the reserve greater than or equal to a certain threshold value.

7.4.2 Examples

Let us illustrate the previous results on a hypothetical set of candidate zones rep-
resented by a grid of 8� 8 square and identical zones. As already noted, the set of
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candidate zones is represented by a grid in order to simplify the presentation, but all
the following could easily be adapted to other sets of candidate zones. In this
example, 10 species are concerned. The data are presented in figure 7.1. The zones
are designated by zij where i represents the row index of the zone and j, its column
index. On each zone is indicated the list of the species whose survival probability is
positive if the zone is protected and the corresponding survival probability, denoted by
qijk for species sk in zone zij. This probability corresponds to probability qik defined at
the beginning of this chapter but, here, a candidate zone is defined by the index pair
(i, j). In this example, all the survival probabilities in the unprotected zones are zero.
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FIG. 7.1 – A set of 64 candidate zones for protection represented by a grid of 8� 8 square and
identical zones. 10 species s1, s2,…, s10 are concerned. The corresponding survival probabil-
ities, qijk, and the protection costs are indicated in each zone. Consider, for example, zone z56.
Species s7 and s8 are concerned. The survival probabilities of these 2 species in this zone, if
protected, are 0.5 and 0.8, respectively. The cost of protecting this zone is equal to 6.
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The cost associated with protecting each zone is indicated in the lower right corner of
the corresponding zone. To facilitate the analysis of this example, we give in table 7.1
the composition of the sets Zk for all k 2 S , i.e., the sets of candidate zones where the
survival probability of species sk is strictly positive. In other words,
Zk ¼ fzij 2 Z : qijk [ 0g. We denote by Zk the set of indices of the zones of Zk.

In this example, the threshold value is considered to be the same for all species
considered and so we set qk ¼ q for all k 2 S . We will examine both problems defined
below.

Problem I. Determine a reserve that respects a certain budget, B, and maximizes
the number of species whose survival probability – in the set of candidate zones and,
therefore, in the reserve – is greater than or equal to a certain threshold value, q. We
consider the 4 values of q, 0.80, 0.85, 0.90, and 0.95, and the 4 values of B, 20, 40, 60,
and 80.

Problem II. Determine a minimal cost reserve that ensures that all the species
considered have a survival probability – in the set of candidate zones and therefore
in the reserve – greater than or equal to a certain threshold value, q. We consider the
4 values of q, 0.80, 0.85, 0.90, and 0.95.

The solution to Problem I is obtained by solving program P7.7 and that of
Problem II, by solving program P7.8. The results obtained for Problem I are
presented in table 7.2. The optimal reserves for some instances of table 7.2 are
presented in figure 7.2. The results obtained for Problem II are presented in
table 7.3. The optimal reserves corresponding to the instances in table 7.3 are
presented in figure 7.3. The resolution of all these instances – by program P7.7 or
P7.8 – is instantaneous and the number of nodes developed in the search tree is very
often zero.

Section 7.4.3 discusses the resolution of large-sized instances.

7.4.3 Computational Experiments on Large-Sized
Instances

In these instances, 300 species are concerned and the set of candidate zones is
represented by a grid of 20� 20 square and identical zones (figure 7.4). The zones
are designated by zij where i represents the row index of the zone and j, its column

TAB. 7.1 – List of the zones whose protection guarantees for
species sk, k = 1,…, 10, a positive survival probability.

sk Zk sk Zk

s1 z11 z16 z25 z83 s6 z15 z78 z84 z88
s2 z17 z18 z43 z61 z71 z84 z86 s7 z18 z26 z37 z55 z56
s3 z12 z26 z34 z55 z65 z75 z83 z85 s8 z11 z14 z56 z73 z76
s4 z17 z44 z54 z62 z67 z75 z84 s9 z22 z23 z36 z42 z46 z62
s5 z14 z24 z57 z68 z87 s10 z11 z15 z18 z34
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TAB. 7.2 – Problem I: Results obtained by solving program P7.7 for the example described in
figure 7.1, for different threshold values, ρ, and different values of the available budget, B.

B q Number of species
with a survival
probability � q

Cost
of the
reserve

Number of
zones in

the reserve

Number of
nodes in the
search tree

Associated
figure

20 0.80 7 20 7 0 –

0.85 5 20 7 0 –

0.90 5 20 7 0 –

0.95 3 19 8 0 –

40 0.80 10 40 11 0 7.2a
0.85 9 40 11 12 7.2b
0.90 8 40 10 0 7.2c
0.95 6 39 11 0 7.2d

60 0.80 10 58 14 0 –

0.85 10 60 15 0 –

0.90 9 60 15 0 –

0.95 8 60 17 0 –

80 0.80 10 58 14 0 –

0.85 10 80 18 0 –

0.90 10 79 19 0 –

0.95 9 79 19 0 –

 

 

 

 

 

 

 

 

 

 

 

(a) 0.80  (b) 0.85  (c) 0.90  (d) 0.95  

FIG. 7.2 – Problem I: Optimal reserves for the instances in table 7.2 corresponding to B = 40.

TAB. 7.3 – Problem II: Results obtained by solving program P7.8 for the example described in
figure 7.1 and for different threshold values.

q Cost of the
reserve

Number of zones in
the reserve

Number of nodes in the
search tree

Associated
figure

0.80 40 11 0 7.3.a
0.85 52 13 0 7.3.b
0.90 69 15 0 7.3.c
0.95 – – – –

–: No feasible solution.
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index. The 300 species considered are divided into 4 groups and, in order to give
more or less importance to the different species, a weight is given to each species. All
species in the same group have the same weight.

– Group I (species numbered from 1 to 50): This group includes species with a
critical extinction risk. The weight of the species in this group is set at 8.

– Group II (species numbered from 51 to 100): This group includes species with a
certain extinction risk. The weight of the species in this group is set at 4.

– Group III (species numbered from 101 to 150): This group includes species that
are relatively rare but do not currently present an extinction risk. The weight of
the species in this group is set at 2.

– Group IV (species numbered from 151 to 300): This group includes relatively
common species that do not currently present an extinction risk. The weight of
the species in this group is set at 1 (according to the World Wildlife Fund
(WWF), many common species are also experiencing a significant decline that
should at least be slowed down).

In these experiments, the cost of protecting a zone is generated randomly, in a
uniform way, in the set of values {1, 2,…, 10}. Three values of the available budget,
B, are considered: 20, 40, and 60. The probabilities qijk – the survival probability of
species sk in zone zij when this zone is protected – are generated at random as
follows: for each triplet ði; j; kÞ, a number is generated at random in a uniform way
throughout the set {1, 2,…, 20}. If this number is less than or equal to 18, then
qijk = 0 otherwise qijk is generated at random and uniformly in the set of values
{0.1, 0.2,…, 0.9}. The results obtained for Problem I applied to these instances are
presented in table 7.4 for different values of the available budget, B, and the
threshold value, ρ. The results obtained for Problem II applied to these instances are
presented in table 7.5 for different threshold values, ρ.

We see in table 7.4 that the optimal solutions were obtained in less than 1,800 s
of computation for only five instances out of the twelve that are considered. For the
other seven instances, the optimal solutions could not be obtained in 1,800 s of
computation. For these seven cases, the solutions obtained after 1,800 s of compu-
tation are described in the table. In fact, these solutions may be optimal, but even if
they are, we do not have any proof of that. Let us examine the case where B = 40
and ρ = 0.85. The value of the best solution found after 1,800 s of computation is

 

 

 

 

 

 

 

 

a) 0.80  b) 0.85  c) 0.90  

FIG. 7.3 – Problem II: Optimal reserves for the instances in table 7.3.
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698 and we are sure that the relative difference, between the value of the optimal
solution and the value of this solution, is less than or equal to 0.8%. In the found
solution, the number of species whose survival probability in the reserve is greater
than or equal to 0.85 is equal to 221: 45 species in Group I, 42 species in Group II, 36
species in Group III, and 98 species in Group IV. This reserve costs 40 units and is
composed of 28 zones. In addition, for this instance, 357,119 nodes were developed in
the search tree during the 1,800 s of computing.

We see in table 7.5 that the optimal solutions could not be obtained in 1,800 s of
computation for the 4 values of ρ considered. For these 4 cases, we describe the
solutions obtained after 1,800 s of computation. As with the results in table 7.4,
these solutions may sometimes be optimal, but even if they are, we do not have proof
of this. Let us look at the case where ρ = 0.85. The cost of the best reserve obtained
after 1,800 s of computation is equal to 88 and we are sure that the relative dif-
ference, between the cost of the optimal reserve and the cost of the obtained reserve,
is less than or equal to 2.7%. This reserve is composed of 49 zones. In addition, for
this instance, 228,996 nodes were developed in the search tree during the 1,800 s of
computation.

7.5 Reserve Maximizing, Under a Budgetary Constraint,
the Expected Number of Species of a Given
Set that will Survive there

As in the previous sections, the protection of zone zi ensures the survival of species sk
in this zone with the probability qik and this for all i 2 Z and for all k 2 S . As in
section 7.4, all the survival probabilities of the species in unprotected zones are
considered to be zero. It is therefore assumed that none of the species considered will
be able to survive outside the reserve. We consider here that probabilities qik can be
equal to 1, which was not the case in the previous sections. The proposed approach

1 2 3 20

1

2

3

20

FIG. 7.4 – A set of 400 candidate zones represented by a grid of 20� 20 square and identical
zones.
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TAB. 7.4 – Problem I: Results obtained by solving program P7.7 for the example described in section 7.4.3 (20� 20 candidate zones and 300
species), for different threshold values, ρ, and different values of the available budget, B.

B q Value of the solution Number of species with a survival
probability � q and their distribution

in each group

Cost of
the

reserve

Number of
zones in the

reserve

Number of
nodes in the
search tree

CPU
time
(s)

20 0.80 508 151 (36, 27, 24, 64) 20 16 8,652 28
0.85 443 129 (30, 27, 23, 49) 20 17 31,634 96
0.90 382 125 (25, 20, 22, 58) 20 19 74,030 280
0.95 245 (15.8%) 69 (17, 15, 12, 25) 20 17 311,322 1,800

40 0.80 742 245 (47, 41, 45, 112) 40 30 107,106 554
0.85 698 (0.8%) 221 (45, 42, 36, 98) 40 28 357,119 1,800
0.90 626 (6.1%) 201 (40, 38, 31, 92) 40 31 334,580 1,800
0.95 494 (15.7%) 145 (35, 28, 20, 62) 40 30 307,813 1,800

60 0.80 836 287 (50, 50, 49, 138) 60 41 94,303 390
0.85 807 (1.9%) 267 (50, 48, 46, 123) 60 40 312,308 1,800
0.90 759 (5.0%) 249 (49, 42, 41, 117) 60 41 282,521 1,800
0.95 682 (6.5%) 218 (43, 41, 40, 94) 60 43 284,086 1,800
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for this case can be easily adapted to other contexts. The aim is to determine a
reserve, i.e., a set of zones to be protected, with a cost less than or equal to a certain
value, B, in order to maximize the expected number of protected species, i.e., here,
the expected number of species that will survive in this reserve. Different importance
is given to each species – reflected in a weight assigned to each species – and we
consider the expected weighted number of species that will survive in the reserve.

7.5.1 Mathematical Programming Formulation

As we have seen in section 7.2, the expression of the survival probability in the
reserve of species sk, as a function of the Boolean variables xi, is equal to
1�Qi2Z ð1� qikxiÞ. Remember that the reserve is defined by zones zi such as xi = 1.

We deduce that the expected number of species that will survive in the reserve is

equal to
P

k2S 1�Qi2Z ð1� qikxiÞ
h i

and that the expected weighted number of

species that will survive in the reserve is equal to
P

k2S wk 1�Qi2Z ð1� qikxiÞ
h i

where wk is the weight assigned to species sk. The problem considered can, therefore,
be formulated as the mathematical program in Boolean variables P7.9.

P7:9 :

max
P
k2S

wk 1� Q
i2Z

ð1� qikxiÞ
 !

s.t:

P
i2Z

cixi �B ð7:9:1Þ
xi 2 f0; 1g i 2 Z ð7:9:2Þ

�����

8>>>>><
>>>>>:

Using the real variable βk to represent the quantity
Q

i2Z ð1� qikxiÞ, i.e., the
disappearance probability of species sk from the reserve, program P7.9 can be
rewritten as program P7.10.

P7:10 :

max
P
k2S

wkð1� bkÞ

s.t:

bk ¼ Q
i2Z

ð1� qikxiÞ k 2 S ð7:10:1Þ j xi 2 f0; 1g i 2 Z ð7:10:3Þ
P
i2Z

cixi �B ð7:10:2Þ j bk � 0 k 2 S ð7:10:4Þ

�������

8>>>>><
>>>>>:

TAB. 7.5 – Problem II: Computation results obtained by solving program P7.8 for the example
described in section 7.4.3 – 20� 20 candidate zones and 300 species – for different threshold
values, ρ.

q Cost of the
reserve

Number of zones in the
reserve

Number of nodes in the
search tree

CPU
time

0.80 80 (5.1%) 46 185,254 1,800
0.85 88 (2.7%) 49 228,996 1,800
0.90 104 (5.0%) 58 168,910 1,800
0.95 131 (4.5%) 65 153,877 1,800
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Using the basic properties of the logarithmic function, program P7.10 can be
rewritten as program P7.11 in which, for all k 2 S , I\ 1

k ¼ fi 2 Z : 0\qik\1g,
I¼1
k ¼ fi 2 Z : qik ¼ 1g, and αk is a real variable equal to

Q
i2Z ;qik 6¼1 ð1� qikxiÞ, i.e.,Q

i2I\1
k

ð1� qikxiÞ.

P7:11 :

max
P
k2S

wkð1� bkÞ

s.t:

log ak ¼
P

i2I\1
k

xi logð1� qikÞ k 2 S ð7:11:1Þ j xi 2 f0; 1g i 2 Z ð7:11:4Þ

bk � ak �
P
i2I¼1

k

xi k 2 S ð7:11:2Þ j ak ; bk � 0 k 2 S ð7:11:5Þ
P
i2Z

cixi �B ð7:11:3Þ j

������������

8>>>>>>>>>>><
>>>>>>>>>>>:

By convention
P

i2I\1
k

xi logð1� qikÞ ¼ 0 if I\ 1
k ¼ ; and

P
i2I¼1

k
xi ¼ 0 if I¼1

k ¼ ;.
First of all, let us observe that variable bk appears in the economic function with a
negative coefficient. Since this variable appears only in constraints 7.11.2 and 7.11.5,
it takes, in any optimal solution of P7.11, the smallest possible value, i.e., the value

max f0; ak �
P

i2I¼1
k
xig, i.e., the value max 0;

Q
i2I\1

k
ð1� qikxiÞ �

P
i2I¼1

k
xi

n o
since

constraints 7.11.1 are equivalent to constraints ak ¼
Q

i2I\1
k

ð1� qikxiÞ. If for at least
one index i 2 I¼1

k , xi ¼ 1, then the expression
Q

i2I\1
k

1� qikxið Þ �Pi2I¼1
k
xi is neg-

ative or zero and variable bk takes the value 0. On the contrary, if xi ¼ 0 for all
i 2 I¼1

k , bk takes the value
Q

i2I\1
k

ð1� qikxiÞ. Thus, bk takes the valueQ
i2Z ð1� qikxiÞ in any optimal solution of P7.11. In this program, all expressions are

linear according to variables ak , bk , and xi, except the left member of constraints
7.11.1 which is equal to log ak .

Remark. If all survival probabilities are strictly less than 1, program P7.11 becomes
simpler and is transformed into P7.12.

P7:12 :

max
P
k2S

wkð1� akÞ

s.t:

log ak ¼
P
i2Z

xi logð1� qikÞ k 2 S ð7:12:1Þ j xi 2 f0; 1g i 2 Z ð7:12:3Þ
P
i2Z

cixi �B ð7:12:2Þ j ak � 0 k 2 S ð7:12:4Þ

�������

8>>>>>><
>>>>>>:

The right-hand side of constraint 7.12.1 can also be written in this caseP
i2I\1

k
xi logð1� qikÞ. Note also that if constraints 7.11.5 and 7.12.4 specify, suitably

for mathematical programming, that variables αk are positive or zero, these variables
will in fact take a strictly positive value in any feasible solution of the corresponding
programs.
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7.5.2 Problem Relaxation and Determination
of an Approximate Solution

The approximate resolution of P7.11 that we propose can be interpreted as an
approximation of the logarithmic function, which is a concave function, by a
piecewise linear function greater than or equal to the logarithmic function at all
points (see appendix at the end of this book and figure 7.5). The advantage of this
approach is that it provides not only an approximate solution to the problem but
also a relaxation of the initial problem and thus an upper bound of the true value of
the optimal solution. In other words, the method provides – using an integer linear
programming solver – an approximate solution as well as some guarantee on the
value of this solution.

Relaxation of P7.11: To build a relaxation of P7.11, the idea is to replace, within
the constraints 7.11.1 and for all k 2 S , the logarithmic function, log ak , by a
piecewise linear function, f ðakÞ, greater than or equal to log ak for all ak such that
0\ak � 1 (figure 7.5).

This substitution leads to program P7.13. This is a relaxation of P7.11 that
includes a piecewise linear function. Indeed, any feasible solution of P7.11 is also a
feasible solution of P7.13 since, if the constraint, log ak ¼

P
i2I\1

k
logð1� qikÞxi, k 2 S ,

is satisfied, then the constraint f ðakÞ�
P

i2I\1
k

logð1� qikÞxi, k 2 S , is also satisfied.

In addition, the economic functions of P7.11 and P7.13 are identical. Note that P7.13

can easily be converted into a linear program – in Boolean variables – since function
f is concave and appears in the left member of a “greater than or equal” constraint
(see appendix at the end of the book).

P7:13 :

max
P
k2S

wkð1� bkÞ

s.t:

ð7:11:2Þ; ð7:11:3Þ; ð7:11:4Þ; ð7:11:5Þ
f ðakÞ�

P
i2I\1

k

xi logð1� qikÞ k 2 S ð7:13:1Þ

�������

8>>>>><
>>>>>:

Let ðx; a; bÞ be an optimal solution of P7.13. An approximate solution to the
initial problem – a reserve – is given by x; its value, i.e., the expected weighted
number of species protected by this reserve, is equal to

P
k2S wk

1�Qi2Z ð1� qikxiÞ
h i

. An upper bound of the true optimal value of the problem

considered is given by the optimal value of P7.13, i.e.,
P

k2S wkð1� bkÞ. The relative
gap between the value of the optimal solution and the value of the approximate

solution is, therefore, less than or equal to
P

k2S wkð1� bkÞ�
�

P
k2S wk 1�Qi2Z ð1� qikxiÞ

h i�.P
k2S wk 1�Qi2Z ð1� qikxiÞ

h i
.

Let us now see how to construct the piecewise linear function f such that f ðakÞ is
greater than or equal to log ak for all ak such as 0\ak � 1.
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Lemma 7.1. For all a[ 0 and b[ 0, log aþ 1
a ðb� aÞ� log b.

The proof is immediate since 1=a is the value of the derivative of the function
log y at point a, and the function log y is concave.

Lemma 7.2. Let u be a vector of RV such that 0\u1\u2\ � � �\uV ¼ 1, and let f be
the piecewise linear function composed of the V segments tangent to the curve log ak
at the V points of abscissa u1; u2;:::; uV . The following 5 properties are satisfied:

(i) The abscissa of the breaking points of f are bpv ¼ log uvþ 1�log uv
1=uv�1=uvþ 1

,v ¼ 1;:::;V � 1.

(ii) For ak such that 0\ak � bp1, f ðakÞ ¼ 1
u1
ak þ log u1 � 1.

(iii) For ak such that bpv � ak � bpvþ 1, f ðakÞ ¼ 1
uvþ 1

ak þ log uvþ 1 � 1,

v ¼ 1;:::;V � 1.
(iv) The function f ðakÞ is concave.
(v) f ðakÞ� logðakÞ for all ak 2�0; 1�.

Proof. The proof of (i) is immediate; it results from elementary calculations.
The proofs of (ii) and (iii) are direct consequences of lemma 7.1.
The successive slopes of the function f are 1=u1 [ 1=u2 [ � � � [ 1=uV . The

function f is therefore concave.
The proof of (v) is a direct consequence of lemma 7.1.

In summary, the expression log ak , which appears in P7.11, is upper approximated
in P7.13 by f ðakÞ where f is the piecewise linear function defined in lemma 7.2 and
illustrated in figure 7.5. Program P7.11 can, therefore, be reformulated – in an
approximate way – by a mixed-integer linear program by adding a single set of
constraints. This gives program P7.14.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-7

-6

-5

-4

-3

-2

-1

0

 k

 log k 
 f( k) 

FIG. 7.5 – An upper approximation of log ak for 0\ak � 1 (dotted curve) by a piecewise linear
function, f ðakÞ (solid line curve).
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P7:14 :

max
P
k2S

wkð1� bkÞ

s.t:

ð7:11:2Þ; ð7:11:3Þ; ð7:11:4Þ; ð7:11:5Þ
ak
uv

þ log uv � 1� P
i2I\1

k

xi logð1� qikÞ k 2 S ; v ¼ 1;:::;V ð7:14:1Þ

�������

8>>>>><
>>>>>:

Another way to proceed is to use a modelling language that automatically
performs this conversion. This is the case, for example, with the AMPL language
(Fourer et al., 1993). Thus, using the syntax of this language, the function f ðakÞ is
defined as follows:

< < {v in 1..V-1} bp[v]; {v in 1..V} 1/u[v] > > (fα[k], 1).

The expression between < < and > > describes the piecewise linear function,
and is followed by the name of the variable concerned. Here, this variable, which
represents f ðakÞ, is denoted by fα[k]. There are two parts in this expression, the list of
the abscissa of the breaking points, bpv , v ¼ 1;. . .;V � 1, corresponding to the
changes in the slope of the function, and the list of the slopes, 1=uv, v ¼ 1;. . .;V . The
two lists are separated by a semicolon. The first slope is the slope before the first
breaking point and the last slope is the slope after the last breaking point. For the
function to be perfectly defined, it is also necessary to specify at what point it takes
the value 0. Here f ð1Þ ¼ 0.

An optimal solution of P7.14 provides a feasible solution to the problem, i.e., a set of
zones to be protected to form the reserve. By definition, the value of this approximate
solution is equal to

P
k2S wk ½1�

Q
i2Z ð1� qikxiÞ� where xi is the value of variable xi

in an optimal solution of P7.14. Since P7.14 is a relaxation of P7.11, the optimal value
of P7.14 gives an upper bound of the optimal value of P7.11 and, therefore, an upper
bound of the value of the optimal solution of the reserve selection problem consid-
ered. Thus, the formulation P7.14 allows us to obtain, with the help of integer linear
programming, an approximate solution to our problem but also an upper bound on
the gap between the value of this solution and the value of an optimal solution. To
obtain a good approximation of log ak by the piecewise linear function defined in
lemma 7.2, V must be large enough. However, the larger V is, the larger the size of
program P7.14 is. The results of the experiments presented in section 7.5.3 show that
by choosing the vector u carefully – see the example in section 7.5.3 – we obtain an
approximate solution whose value is very close to the value of the optimal solution.
Thus, program P7.14 provides a solution to the problem, regardless of the probability
values, and provides a guarantee on the quality of the solution obtained.

Remark. Again, the problem considered in this section 7.5 can be interpreted in a
slightly different way – as some authors have done – assuming that the presence of
species sk in zone zi is defined by a probability denoted by qik. The problem con-
sidered above then becomes: determine a reserve that respects a budgetary con-
straint and maximizes the expected number of species present in this reserve. Thus,
in the first interpretation we are interested in the mathematical expectation of the
weighted number of species that will survive in the reserve and in the second, in the
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mathematical expectation of the weighted number of species that are protected, at
least in some way, i.e., present in the reserve.

7.5.3 Example

We illustrate the solution to the problem studied in section 7.5, which we recall here:
determine a reserve of cost less than or equal to a certain value, B, and which
maximizes the expected number of species that will survive in this reserve. A hy-
pothetical set of candidate zones, represented by a grid of 8� 8 square and identical
zones and described in section 7.4.2, is considered. In this example, 10 species, s1,
s2,…, s10, are concerned. The description of this example concerns the list of the
candidate zones, zij, i = 1,…, 8, j = 1,…, 8, the survival probabilities of the species
in the different zones if they are protected, qijk for the survival of species sk in zone zij,
and finally the cost of protecting zones, cij for zone zij. Note that, in this example, all
the survival probabilities are strictly less than 1. The weight of species sk is denoted
by wk and, in this example, w ¼ ð1; 1; 4; 2; 1; 2; 4; 2; 1; 2Þ. All survival probabilities in
unprotected zones are zero. Remember that Zk refers to the set of candidate zones in
which the survival probability of species sk is strictly positive in case of protection –

Zk ¼ fzij 2 Z : qijk [ 0g – and we denote by Zk the set of index pairs associated with
the zones of Zk. Different values of the available budget, B, are considered. The
values obtained for the expected weighted number of species range from 37 to 98% of
the largest possible value of the expected weighted number of species which is equal

to
P10

k¼1 wk ¼ 20. The vector u (see section 7.5.2) is chosen as follows: uv ¼
uðV�vÞ=ðV�1Þ
1 for v ¼ 1;:::;V with u1 ¼ 0:01 and V ¼ 20. Choosing uv ¼ uðV�vÞ=ðV�1Þ

1 ,
v ¼ 1;:::;V , produces a regular decrease in the slope of the piecewise linear

function f defined in lemma 7.2. since 1=uvþ 1
1=uv

¼ uv
uvþ 1

¼ uðV�vÞ=ðV�1Þ
1

uðV�v�1Þ=ðV�1Þ
1

=

u½ðV�vÞ=ðV�1Þ�ðV�v�1Þ=ðV�1Þ�
1 ¼ u1=ðV�1Þ

1 . The experimental results are presented in
table 7.6. For example, let ðx; a; bÞ be an optimal solution of P7.14 when B ¼ 50. In

this case, the expected weighted number of species,
P

k2S wk 1�Qi2Z ð1� qikxiÞ
h i

,

is equal to 18.59, the value of the optimal solution of P7.14,
P

k2S wkð1� bkÞ, which is

an upper bound of the optimal value of the problem considered, is also equal to
18.59, and the associated relative gap is equal to 0.02% – expressing the different
results with a precision of two decimal places. Note that the expected weighted
number of species is 19.69 if all the zones are selected. The solution corresponding to
B = 50 is represented by figure 7.6a: 14 zones are selected at a cost equal to the
available budget, i.e., 50 units.

The results in table 7.6 show that, in this instance, the approach is very effective
in solving the problem under consideration. Indeed, the relative gap is always less
than 0.1%. It should also be noted that all the solutions are obtained almost
instantaneously. However, the reserves obtained can be very fragmented when there
is no compactness constraint. If we introduce a compactness constraint consisting in
prohibiting the distance between two zones of the reserve from being more than
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3 units, we obtain, when the budget is equal to 50, the solution described in the 4th
row of table 7.6 (50*) and by figure 7.6b. In this case, the compactness constraint
decreases the value of the solution by about 30%.

7.5.4 Computational Experiments on Large-Sized
Instances

In order to test the effectiveness of the approach, various large-sized artificial
instances were tested. In these instances, 300 species are concerned and the set of
candidate zones is represented by a grid of 20� 20 square and identical zones
(figure 7.7). The zones are designated by zij where i represents the row index of the
zone and j its column index. The 300 species considered are divided into 4 groups
and a weight is assigned to each species. All species in the same group have the same
weight.

 

 

 

 

 

(a) 50B , no compactness 

constraints. 

(b) 50B ,  with a 

compactness constraint. 

FIG. 7.6 – An optimal reserve with or without a compactness constraint when the available
budget, B, is equal to 50 (see rows “50” and “50*” of table 7.6).

TAB. 7.6 – Results concerning the resolution by P7.14 of the problem studied in this example.
The instance under consideration is described in section 7.4.2 (8� 8 zones and 10 species),
w ¼ ð1; 1; 4; 2; 1; 2; 4; 2; 1; 2Þ, u1 = 0.01, and V = 20.

B Number of
selected
zones

Budget
used

Expected
weighted number

of species

Upper
bound

Relative
gap (%)

Associated
figure

10 4 10 11.10 11.11 0.08 –

30 11 30 17.04 17.05 0.05 –

50 14 50 18.59 18.59 0.02 7.6a
50* 8 43 13.04 13.05 0.08 7.6b
70 17 70 19.21 19.23 0.05 –

150 29 150 19.67 19.69 0.10 –

200 35 180 19.69 19.70 0.07 –
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– Group I (species numbered from 1 to 50): This group includes species with a
critical extinction risk. The weight of the species in this group is set at 8.

– Group II (species numbered from 51 to 100): This group includes species with a
certain extinction risk. The weight of the species in this group is set at 4.

– Group III (species numbered from 101 to 150): This group includes species that
are relatively rare but do not currently present an extinction risk. The weight of
the species in this group is set at 2.

– Group IV (species numbered from 151 to 300): This group includes relatively
common species that do not currently present an extinction risk. The weight of
the species in this group is set at 1.

In these experiments, the cost of protecting a zone is generated randomly, in a
uniform way, within the set of values {1, 2,…, 10}. Six values of the available
budget, B, are considered: 20, 40, 60, 80, 100, and 120. These values of B were chosen
in order to obtain an expected weighted number of species ranging from 60 to 100%
of the largest possible value of the expected weighted number of species,P

k¼1;300 wk ¼ 850. The probabilities qijk – the survival probability of species sk in
zone zij if it is protected – are drawn at random as follows: for each triplet ði; j; kÞ, a
number is generated at random in a uniform way from the set f1; 2;:::; 20g. If this
number is less than or equal to 18, then qijk ¼ 0 otherwise qijk is randomly drawn
uniformly from the set of values f0:1; 0:2;:::; 0:9g. As in the example in

section 7.5.3, the vector u is chosen as follows: uv ¼ uðV�vÞ=ðV�1Þ
1 for v ¼ 1;:::;V with

u1 ¼ 0:01 and V ¼ 20. Note that to obtain even more accurate approximations, the
values of u1 can be chosen according to the value of B. Indeed, when the available
budget is large, many survival probabilities of the species in the reserve are close to 1
in an optimal solution, which implies that many extinction probabilities (ak , see
section 7.5.1) are close to 0. To obtain a good approximation of the logarithmic
function by the piecewise linear function defined in lemma 7.2, it may therefore be
interesting to decrease the value of u1 when the value of B increases.

The experimental results are presented in table 7.7 for different values of the
available budget, B.

For example, let ðx; a; bÞ be an optimal solution of P7.14 when B = 60. In this

case, the expected weighted number of protected species,
P

k2S wk 1�Qi2Z
h

 1 2 3 20 

1      

2      

3      

 
     

20      

FIG. 7.7 – A set of 400 candidate zones represented by a grid of 20� 20 square and identical
cells.
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TAB. 7.7 – Results regarding the resolution of the problem by P7.14 for the example described in this section 7.5.4 (20� 20 zones, 300 species,
u1 = 0.01, and V = 20).

B Number of
selected zones

Budget
used

Expected weighted
number of species

Upper
bound

Relative
gap (%)

CPU
time (s)

Number of nodes in
the search tree

Associated
figure

20 19 20 598.59 599.14 0.09 6 641 –

40 31 40 745.54 745.98 0.06 24 4,903 –

60 42 60 802.16 802.62 0.06 59 15,060 7.7a
60* 26 60 686.56 687.08 0.08 45 4,152 7.7b
80 52 80 825.47 826.04 0.07 217 92,935 –

100 59 100 836.41 837.20 0.09 549 407,188 –

120 67 120 842.33 843.10 0.09 538 416,902 –
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ð1� qikxiÞ� , is equal to 802.16, the value of the upper bound, i.e., the value of the
optimal solution of P7.14,

P
k2S wkð1� bkÞ, is equal to 802.62, and the associated

relative gap, 100
P

k2S wkð1� bkÞ �
P

k2S wk 1�Qi2Z ð1� qikxiÞ
h i� �

divided by
P

k2S wk 1�Qi2Z ð1� qikxiÞ
h i

, is equal to 0.06%. Also in the case where B = 60, the

CPU time required to solve the problem by P7.14 is equal to 59 s, and 15,060 nodes
are developed in the search tree. The solution – without any compactness con-
straints – is presented in figure 7.8a: 42 zones are selected and the corresponding
cost is equal to the value of the budget. Figure 7.8b represents the solution obtained
by adding a compactness constraint that imposes a maximal distance of 9 units
between two zones.

The results in table 7.7 show that in this example – 300 species and 400 zones –
the approach is effective in solving the problem under consideration. Indeed, the
average computation time is about 205 s and the relative gap is always less than
0.1%. The larger B is, the longer the computation time required is. It can also be
noted that the value of B clearly influences the value of the optimal solution:
increasing B from 40 to 100 increases the expected weighted number of species by
about 12%. It should also be noted that the solution presented in figure 7.8a is very
fragmented since some zones are very far from each other. The diameter of this
reserve is equal to approximately 23 units, i.e., the distance between zones z3,20 and
z16,1, if the length of the side of each zone on the grid is equal to one unit and if the
distance between two zones is measured by the distance between the centres of these
two zones. If we impose the compactness constraint consisting in prohibiting the
distance between two zones of the reserve from being greater than 9 units, we obtain,
for B = 60, the solution described in the 4th row of table 7.7 (60*) and by
figure 7.8b. We can see that this compactness constraint decreases the value of the
solution by about 15%. For very large problems, it would probably be difficult to
obtain the optimal solution within a reasonable computation time. A heuristic
approach should then be used. A simple way to do this would be to use a truncated
branch and bound procedure, a procedure that is easy to implement by limiting the

(a) Expected weighted number of species: 

802.16 (42 zones) 

(b) Expected weighted number of species: 

686.56 (26 zones) 

FIG. 7.8 – Optimal reserves for a budget of 60 units. (a) Without a compactness constraint.
(b) With a compactness constraint imposing a maximal distance of 9 units between two zones.
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computation time allocated to the solver to address the problem, as we did in
chapter 3, section 3.8, to determine “good” connected reserves.

7.6 Consideration of Uncertainties Affecting Species
Survival Probabilities

7.6.1 Reserve Ensuring that as Many Species as Possible,
of a Given Set, Have a Certain Survival Probability,
Under a Budgetary Constraint: A Robust Reserve

As in section 7.2, we consider the problem of selecting a nature reserve, i.e., a set of
zones to be protected, which ensures that as many species as possible have at least
some survival probability, taking into account a budgetary constraint. An important
point in the problem of section 7.2 is that the survival probabilities of each species in
each zone are assumed to be perfectly known. Thus, we know the survival proba-
bility of species sk in zone zi if zone zi is protected and also if it is not. In reality, there
may be errors in determining these probabilities. Ignoring these errors can lead to
reserves whose actual interest is quite far from the interest pursued. In this section,
we study the case where the values of the survival probabilities of each species in
each protected zone are subject to certain errors (see appendix at the end of this
book). However, we assume that the number of zones for which these values may be
incorrect is limited. We further assume that the survival probabilities of the species
in the unprotected zones are all 0. Thus, for each species and each protected zone, we
define a set of possible values for the survival probability of the considered species in
the considered zone. The problem we are studying is then to determine a reserve that
respects a certain budget, B, and ensures that as many species as possible have at
least some survival probability regardless of the values taken by the survival
probabilities of each species in each zone, in the set of possible values. In other
words, the selected reserve guarantees a survival probability greater than or equal to
a certain threshold value for a certain number of species, regardless of the errors that
have been made – among a set of possible errors – in the evaluation of the proba-
bilities. In addition, there is no reserve – with a cost less than or equal to B – to do
this for a higher number of species. We will say that the reserve obtained is an
“optimal robust reserve” in the sense that the main property of this reserve – set out
above – is independent of any errors that may exist in the data. An optimal robust
reserve thus provides some guarantee against data uncertainty, but this guarantee
has a cost and we will see in the experiments presented in section 7.6.5.2 that this
cost can be high.

7.6.2 Description of Uncertainties

As noted above, it is assumed that there is some uncertainty in estimating the
survival probabilities of each species in each zone. Thus, the only certitude is that
the value of the survival probability of species sk in the protected zone zi belongs to
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the interval [qik � dik ; qik þ cik ] with dik ; cik � 0, dik � qik , cik � 0 and qik þ cik � 1, and
that, if zone zi is not protected, the survival probability of any species in this zone is
equal to 0. For the sake of simplifying the presentation we assume that qik is strictly
less than 1. The problem considered is to determine an optimal robust reserve, i.e., a
reserve that maximizes the number of species whose survival probability in the
reserve is greater than or equal to a threshold value – equal to ρk for species sk –

regardless of the values taken by the survival probability of species sk in the pro-
tected zone zi within the interval [qik � dik ; qik þ cik ], i 2 Z ; k 2 S . Again, to simplify
the presentation we assume that ρk is strictly less than 1. A reserve that is optimal
for the nominal values qik of the survival probabilities may not be robust to
uncertainty. Note that to determine an optimal robust reserve as we have defined it,
we only need to consider that the values of the survival probabilities belong to the
restricted intervals ½qik � dik ; qik �, i 2 Z ; k 2 S .

For example, we can consider that, for each species sk, a maximal error of
rk% ð0� rk � 100Þ could have been made on the estimation of the probability qik,
i 2 Z , i.e., dik ¼ rk qik=100. Note that in this case it is assumed that the error
depends on the species but not on the zone. Unless other assumptions are made, the
optimal robust reserve is obtained by solving program P7.3 in which the survival
probabilities are set at their minimal value, qik � dik , for any species sk and for any
protected zone zi. This results in a reserve that, in a certain way, provides a complete
guarantee against uncertainty. Indeed, whatever the value taken by the survival
probability of species sk in zone zi within the interval ½qik � dik ; qik �, i 2 Z ; k 2 S , the
survival probability of species sk in the obtained reserve remains greater than or
equal to qk if this probability is already greater than or equal to qk when we consider
that the survival probability of species sk in zone zi is equal to qik � dik . However,
retaining this very pessimistic hypothesis may lead to the selection of a very costly
reserve. To avoid this pitfall, we consider that it is unlikely that there is an error on
all the survival probabilities. In fact, we consider that this is impossible. Thus, we
assume that, for a species sk, the survival probabilities – not zero – in the different
zones may differ from their nominal value, qik , in at most Ck zones of Zk, Zk desig-
nating the subset of zones of Z whose protection generates a strictly positive nominal
survival probability of species sk. We have thus Zk ¼ fzi 2 Z ; qik [ 0g. For example,
Ck can be a proportion of the number of zones of Zk : Ck ¼ gk Zkj j=100b c where gk is a
constant between 0 and 100 and ab c denotes the integer part of a. Thus, setting gk to
0 means that there is no uncertainty about the different survival probabilities of
species sk and, on the contrary, setting gk to 100 means that all the survival prob-
abilities of species sk, other than 0, can take the value qik � dik instead of their
nominal value, qik . Solving the problem considered in these two extreme cases is like
solving a problem without uncertainty with regard to the survival probabilities: if
Ck ¼ 0, everything happens as if the survival probability of species sk in zone zi were
set to qik , and when Ck ¼ Zkj j, everything happens as if this probability were set to
qik � dik . In intermediate cases ð0\gk\100Þ, for each species sk and for a fixed
reserve R, the worst-case occurs when, in mk zones of the reserve, the survival
probability takes the value qik � dik instead of the value qik with
mk ¼ minfCk ; Zk \Rj jg. We will show that these mk zones correspond to the mk
highest values of the expression dik=ð1� qikÞ found in the reserve – for species sk and
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varying i. Indeed, by using the Boolean variable tik ; i 2 Z ; k 2 S ; that is equal to 1 if
and only if the survival probability of species sk in the protected zone zi is equal to
qik � dik instead of qik, the problem of minimizing the survival probability of species
sk in reserve R, taking into account the uncertainty considered, can be formulated as
the maximization of the extinction probability, i.e., the maximization problem:

max
tik2 0;1f g ði2Zk \RÞ

Y
i2Zk \R

ð 1� qik þ tik dikÞ :
X

i2Zk \R

tik � mk

8<
:

9=
; ðaÞ

Remember that Zk refers to the set of indices of the zones belonging to Zk and
that R refers to the set of indices of the zones belonging to reserve R. We will show
that the solution to the maximization problem (a) is obtained by fixing to 1 the mk
variables tik corresponding to the mk largest values of the expression dik=ð1� qikÞ,
obtained by varying the index i in the set Zk \R. Using the logarithmic function and
taking into account that variables tik can only take the values 0 or 1, the maxi-
mization problem (a) is equivalent to the following maximization problem:

max
tik2 0;1f g ði2Zk \RÞ

X
i2Zk \R

log ð 1� qik þ tik dikÞ :
X

i2Zk \R

tik � mk

8<
:

9=
;

or

max
tik2 0;1f g ði2Zk \RÞ

P
i2Zk \R

logð1� qikÞ
þ P

i2Zk \R
logð1� qik þ dikÞ � logð1� qikÞ½ � tik :

P
i2Zk \R

tik � mk

8><
>:

9>=
>;

which is itself equivalent to

max
tik2 0;1f g ði2Zk \RÞ

X
i2Zk \R

tik log
�
1þ dik

1� qik

�
:
X

i2Zk \R

tik � mk

8<
:

9=
; ðbÞ

since the constant
P

i2Zk \R logð1� qikÞ does not have a role in the maximization

problem. An optimal solution of (b) and therefore of (a) is obtained by fixing to 1
the mk variables tik corresponding to the largest values of the expression dik=ð1� qikÞ.

7.6.3 Determination of a Robust Reserve by Mathematical
Programming

Let us consider a reserve, R, defined by the values of the Boolean variables xi; i 2 Z .
Zone zi belongs to the reserve if and only if xi ¼ 1. As we have seen previously, the
Boolean variable tik allows us to specify the value taken by the survival probability of
species sk in zone zi. Variable tik takes the value 1 if this survival probability is equal
to qik � dik . In this case, the extinction probability is equal to 1� ðqik � dikÞ.
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Variable tik takes the value 0 if this survival probability is equal to qik . In this case,
the extinction probability is equal to 1� qik . For all k 2 S , let us consider the
Boolean variable yk which takes the value 1 if and only if the extinction probability
of species sk in the reserve considered is less than or equal to the threshold value
1� qk , and this regardless of the values taken by the survival probabilities – in the
set of possible values. The constraint below forces variable yk, k 2 S – which we are
seeking to maximize – to take the right value:

max
tik2 0;1f g ði2ZkÞ

Y
i2Zk

1� ðqik � tik dikÞ xi½ � :
X
i2Zk

tik �Ck

8<
:

9=
;� 1� qkyk ðcÞ

Using the logarithmic function this constraint can also be written:

max
tik2 0;1f g ði2ZkÞ

X
i2Zk

log 1� ðqik � tik dikÞ xi½ � :
X
i2Zk

tik �Ck

8<
:

9=
;� logð1� qkykÞ ðdÞ

Let us rewrite the objective function to be maximized that appears in constraint
(d):
X
i2Zk

log 1� ðqik � tik dikÞxi½ � ¼
X
i2Zk

xi logð1� qik þ tik dikÞ since xi 2 0; 1f gð Þ

¼
X
i2Zk

xi log ð1� qikÞ þ
X
i2Zk

xitik logð1� qik þ dikÞ � log ð1� qikÞ½ � since tik 2 0; 1f gð Þ

¼
X
i2Zk

xi log ð1� qikÞþ
X
i2Zk

xitikDik withDik ¼ logð1� qik þ dikÞ � logð1� qikÞ ðeÞ

Finally, we can express the constraint allowing the Boolean variable yk to take
the value 1 only if the extinction probability of species sk, in the reserve defined by x,
is less than or equal to the threshold value, whatever the values taken by the survival
probabilities in each zone – in the set of possible values – by the following inequality:

X
i2Zk

xi log ð1� qikÞþ max
tik2 0;1f g ði2ZkÞ

X
i2Zk

xitikDik :
X
i2Zk

tik �Ck

8<
:

9=
;� logð1� qkykÞ ðfÞ

In the maximization problem that appears in constraint (f), the integrality
constraints tik 2 f0; 1g; i 2 Zk , can be relaxed, i.e., replaced by the constraints
0� tik � 1; i 2 Zk . In fact, one solution to this maximization problem – with tik 2
0; 1f g or with 0� tik � 1 – is to set to 1 the mk variables tik corresponding to the mk

highest values of the product xiDik with mk ¼ minfCk ; Zk \ i : xi ¼ 1f gj jg.
This maximization problem thus becomes a continuous linear program. As we have

Species Survival Probabilities 155



just seen, this program admits a finite optimal solution. According to linear pro-
gramming theory, its dual therefore also admits a finite optimal solution; it is
written:

min
kk � 0; lik � 0 ði2Zk Þ

X
i2Zk

lik þCkkk : kk þ lik �Dikxi ði 2 ZkÞ
8<
:

9=
; ðgÞ

where kk is the non-negative dual variable associated with the constraintP
i2Zk

tik �Ck , and lik is the non-negative dual variable associated with the con-

straint tik � 1. Since, by duality, the optimal value of the maximization problem that
appears in the constraint (f) is equal to the optimal value of the minimization
problem (g), the constraint (f) can be rewrittenX
i2Zk

xi log ð1� qikÞ

þ min
kk � 0;lik � 0 ði2Zk Þ

X
i2Zk

lik þCkkk : kk þ lik �Dikxi ði 2 ZkÞ
8<
:

9=
;� logð1� qkykÞ:

Noting that since yk is a Boolean variable logð1� qkykÞ ¼ yk logð1� qkÞ, we can
now formulate the problem of determining an optimal robust reserve as the
mixed-integer linear program P7.15. Remember that, here, an optimal robust reserve
is a reserve that respects a certain budget and guarantees a given survival proba-
bility – in the reserve – to the greatest possible number of species, whatever the
values taken by the survival probabilities in the set of possible values.

P7:15 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð7:15:1Þ
P
i2Zk

xi log ð1� qikÞþ
P
i2Zk

lik

þCkkk � yk logð1� qkÞ k 2 S ð7:15:2Þ
kk þ lik �Dikxi k 2 S ; i 2 Zk ð7:15:3Þ
lik � 0 k 2 S ; i 2 Zk ð7:15:4Þ
yk 2 f0; 1g k 2 S ð7:15:5Þ
kk � 0 k 2 S ð7:15:6Þ
xi 2 0; 1f g i 2 Z ð7:15:7Þ

������������������������

8>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>:

Let xi, i 2 Z , be the value of variable xi in an optimal solution of P7.15. The
optimal reserve includes zones zi such that xi ¼ 1, its cost is equal to

P
i2Z cixi and

the worst case is defined by the worst-case survival probabilities in the mk zones of
the reserve corresponding to the mk highest values of the expression dik=ð1� qikÞ with
mk ¼ minfCk ; Zk \ i : xi ¼ 1f gj jg. In the particular case defined by Ck ¼
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gk Zkj j=100b c, for all k, and dik ¼ rkqik=100 for all i and for all k, program P7.15

becomes program P7.16.

P7:16 :

max
P
k2S

yk

s.t:

P
i2Z

cixi �B ð7:16:1Þ
P
i 2Zk

xi log ð1� qikÞþ
P
i2Zk

lik þ gk Zkj j
100

j k
kk

� yk logð1� qkÞ k 2 S ð7:16:2Þ
kk þ lik �flog½1� qikð1� rk

100Þ� � logð1� qikÞg xi k 2 S ; i 2 Zk ð7:16:3Þ
lik � 0 k 2 S ; i 2 Zk ð7:16:4Þ

kk � 0; yk 2 f0; 1g k 2 S ð7:16:5Þ
xi 2 f0; 1g i 2 Z ð7:16:6Þ

������������������������

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

7.6.4 AVariant of the Previous Problem: A Robust,
Least-Cost Reserve that Ensures a Given Survival
Probability for All Species Considered

A variant of the problem studied in the previous section is to determine a least-cost
reserve ensuring, for each species of S, a survival probability greater than or equal to
a certain threshold value, regardless of the values taken by the survival probabilities
in each zone, in the set of possible values. This reserve can be qualified as an optimal
robust reserve in the sense that there are no other reserves, of lower cost, ensuring
that all species have a survival probability greater than or equal to the threshold
value, regardless of the values taken by the survival probabilities in each zone, in the
set of possible values. This reserve can be determined by the mixed-integer linear
program P7.17.

P7:17 :

min
P
i2Z

cixi

s.t:

P
i2Zk

xi log ð1� qikÞþ
P
i2Zk

lik

þ Ckkk � logð1� qkÞ k 2 S ð7:17:1Þ
kk þ lik �Dikxi k 2 S ; i 2Zk ð7:17:2Þ
lik � 0 k 2 S ; i 2 Zk ð7:17:3Þ
kk � 0 k 2 S ð7:17:4Þ
xi 2 f0; 1g i 2 Z ð7:17:5Þ

������������������

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

Let xi, i 2 Z , be the value of variable xi in an optimal solution of P7.17. The
optimal reserve includes zones zi such that xi ¼ 1, its cost is equal to

P
i2Z cixi and
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the worst case is defined by the worst-case survival probabilities in the mk zones of
the reserve corresponding to the mk highest values of the expression dik=ð1� qikÞ with
mk ¼ minfCk ; Zk \ i : xi ¼ 1f gj jg.

In the particular case where Ck ¼ gk Zkj j=100b c, for all k, and dik ¼ rkqik=100 for
all i and for all k, program P7.17 becomes program P7.18.

P7:18 :

min
P
i2Z

cixi

s.t:

P
i2Zk

xi log ð1� qikÞþ
P
i2Zk

lik þ gk Zkj j
100

j k
kk

� logð1� qkÞ k 2 S ; i 2 Zk ð7:18:1Þ
lik þ kk �flog 1� qik 1� rk

100

� �� �� logð1� qikÞgxi k 2 S ; i 2 Zk ð7:18:2Þ
lik � 0 k 2 S ; i 2 Zk ð7:18:3Þ
kk � 0 k 2 S ð7:18:4Þ
xi 2 f0; 1g i 2 Z ð7:18:5Þ

�����������������

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

7.6.5 Computational Experiments

7.6.5.1 Landscape Represented by a 8 × 8 Grid

In this section, we illustrate the results of the previous sections on a set of hypo-
thetical zones represented by a grid of 8� 8 square and identical zones. In this
example, 10 species are concerned. The data are presented in figure 7.9. The zones
are designated by zij where i represents the row index and j represents the column
index of these zones. On each zone is indicated (1) the list of species whose nominal
survival probability is positive if the zone is protected and (2) the corresponding
nominal survival probability, denoted by qijk for species sk in zone zij. The cost
associated with protecting each zone is indicated in the lower right corner of the
corresponding zone. All the survival probabilities in unprotected zones are assumed
to be zero. To facilitate the analysis of this example, we give in table 7.8 the com-
position of the sets Zk, for all k 2 S . We consider the problem discussed in
section 7.6.4 and recalled below.

Problem. Determine a least-cost reserve that guarantees a survival probability
greater than or equal to 0.8 and then 0.9 for all species considered, which corre-
sponds to qk ¼ 0:8 then qk ¼ 0:9, for all k, regardless of the values taken by the
survival probabilities in the set of possible values.

Definition of the uncertainty affecting the species survival probabilities in each
zone. The level of uncertainty, Ck , is defined as a percentage, gk , of the number of
zones of Zk. Remember that Zk refers to the subset of zone of Z whose protection
provides a non-zero nominal survival probability – in the corresponding zone – of
species sk. We therefore have Ck ¼ gk Zkj j=100b c where ab c refers to the integer part
of a. For example, figure 7.9 shows non-zero nominal survival probabilities of species
s3 in zones z12, z26, z34, z55, z65, z75, z83, and z85. So we have Z3 ¼
fz12; z26; z34; z55; z65; z75; z83; z85g and Z3j j ¼ 8. If g3 ¼ 30, then the maximal number
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of zones where the survival probability of this species may differ from its nominal
value is equal to C3 ¼ 30� 8=100b c ¼ 2. In other words, the survival probabilities of
s3 may differ from their nominal value in up to 2 of the 8 zones of Z3. We therefore
admit that, among these 8 probabilities, 2 (at most) may be erroneous but we do not
know which ones. Note that since we have to consider the “worst-case”, these two
probabilities will be equal to qik � dik instead of qik . In these experiments we consider
that gk ¼ g, for all k, and we consider 4 different values of g: 0, 20, 30, and 100.
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FIG. 7.9 – A set of 64 candidate zones for protection represented by a grid of 8� 8 square and
identical zones. 10 species s1, s2,…, s10 are concerned. The corresponding nominal survival
probabilities, qik, and the protection costs are indicated in each zone. Consider, for example,
zone z56. Species s7 and s8 are concerned. The nominal survival probabilities of these 2 species
in this zone, if protected, are 0.5 and 0.8, respectively. The cost of protecting this zone is equal
to 6.
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We also assume that dijk ¼ rk qijk=100 with rk ¼ r, for all k, and we consider two
values of r: 10 and 20.

The results obtained are presented in table 7.9. Some optimal robust reserves,
corresponding to the instances of this table, are presented in figure 7.10.

TAB. 7.8 – List of zones whose protection provides species sk,
k = 1,…,10, with a positive nominal survival probability.

sk Zk

s1 z11 z16 z25 z83
s2 z17 z18 z43 z61 z71 z84 z86
s3 z12 z26 z34 z55 z65 z75 z83 z85
s4 z17 z44 z54 z62 z67 z75 z84
s5 z14 z24 z57 z68 z87
s6 z15 z78 z84 z88
s7 z18 z26 z37 z55 z56
s8 z11 z14 z56 z73 z76
s9 z22 z23 z36 z42 z46 z62
s10 z11 z15 z18 z34

TAB. 7.9 – Results for the example in figure 7.9 when the threshold of survival probability
required for each species, ρ, is equal to 0.8 or 0.9, and for different values of g and r.

ρ r g Cost of the optimal
robust reserve

Number of zones in the
reserve

Associated
figure

0.8 10 0 40 11 Figure 7.10a
20 47 13 Figure 7.10b
30 51 15
100 53 14

20 0 40 11
20 50 14 Figure 7.10c
30 53 14
100 70 16

0.9 10 0 69 15 Figure 7.10d
20 77 16 Figure 7.10e
30 80 17
100 – –

20 0 69 15
20 84 20 Figure 7.10f
30 – –

100 – –

–: No feasible solution.
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The detailed results corresponding to figure 7.10b are presented in table 7.10.
Given the value of g, there can be no errors for species s1, s6, and s10. For the other
species, errors may only concern one zone. R* refers to the set of zones selected to
form the optimal robust reserve, PkðR�Þ, the survival probability of species sk in that
reserve in the worst case and ~PkðR�Þ, the survival probability of species sk in that
reserve, calculated with the nominal survival probabilities in each zone.
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(d) 0.9, 0  (e) 0.9, 10, 20r  (f) 0.9, 20, 20r

FIG. 7.10 – Optimal robust reserves for some instances of table 7.9.

TAB. 7.10 – Details of the results corresponding to figure 7.10b.

Species
(sk)

Zkj j g Zkj j
100

j k
R� \Zk Zone where the survival

probability of species sk
takes its worst value, i.e.,

qijk � r qijk=100

PkðR�Þ ~PkðR�Þ

s1 4 0 z16 z83 – 0.8 0.8
s2 7 1 z18 z18: 0.9! 0.81 0.81 0.9
s3 8 1 z55 z83 z55: 0.8! 0.72 0.916 0.94
s4 7 1 z62 z67 z62: 0.8! 0.72 0.916 0.94
s5 5 1 z14 z57 z87 z87: 0.7! 0.63 0.8668 0.892
s6 4 0 z15 z78 – 0.8 0.8
s7 5 1 z18 z55 z56 z18: 0.6! 0.54 0.885 0.9
s8 5 1 z14 z56 z56: 0.8! 0.72 0.888 0.92
s9 6 1 z22 z62 z22: 0.8! 0.72 0.916 0.94
s10 4 0 z15 z18 – 0.94 0.94
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Now let us consider the instance where the threshold value chosen for each
species sk is always defined by q ¼ 0:8 but without taking into account the uncer-
tainty about the species survival probabilities in each zone. The optimal reserve
obtained costs 40 units and is shown in figure 7.10a. The survival probabilities of
each species in this reserve, calculated from the nominal values of the survival
probabilities in each zone, are given in table 7.11a.

Let us always consider the reserve in figure 7.10a but now take into account the
uncertainty about the survival probabilities in each zone when g ¼ 20 and r ¼ 20.
This means that in at most 20 Zkj j =100b c zones, the true values of the survival
probabilities of species sk are only equal to 80% of their nominal value, qijk. In this
context, the worst case corresponds to the species survival probabilities in the
reserve given in table 7.11b. As expected, all these probabilities are less than or equal
to those in table 7.11a, but the survival probabilities of species s2, s4, s5, s7, s8, and s9
fall below the fixed threshold value, 0.8. The reserve under consideration is therefore
not at all robust. Remember that in this context of uncertainty, the optimal robust
solution is given by the reserve in figure 7.10c, the cost of which is equal to 50. Thus,
we can say that, for this hypothetical example, protection against uncertainty
defined by g ¼ 20 and r = 20, increases the cost of the optimal reserve by 25%.

The problem discussed in this section 7.6.5.1 can be addressed in a slightly
different way. We can look, for example, at the maximal error that can be made in
estimating the probability qijk in such a way that there is a reserve that satisfies the
required performance – survival probabilities of each species greater than or equal to
a certain threshold value. We will see that the cost of the optimal robust reserve
associated with this problem increases with uncertainty on qijk until there is no
longer a reserve that meets the required performance.

TAB. 7.11 – Survival probabilities of the species in the reserve of figure 7.10a. (a) No
uncertainty about the survival probabilities, qijk. (b) Results in the worst case and when the
uncertainty is defined by g ¼ 20 and r ¼ 20; probabilities that differ from their nominal values
are in bold.

(a) (b)

sk Species survival probability
in the reserve

sk g Zkj j
100

j k
Species survival probability
in the reserve, in the worst
case and when g ¼ 20 and

r ¼ 20

s1 1−(1–0.6)(1–0.5) = 0.8 s1 0 1−(1–0.6)(1–0.5) = 0.8
s2 1−(1–0.9) = 0.9 s2 1 1−(1–0.72) = 0.72
s3 1−(1–0.8)(1–0.7) = 0.94 s3 1 1−(1–0.64)(1–0.7) = 0.892
s4 1−(1–0.7)(1–0.4) = 0.82 s4 1 1−(1–0.56)(1–0.4) = 0.736
s5 1−(1–0.4)(1–0.7) = 0.82 s5 1 1−(1–0.4)(1–0.56) = 0.736
s6 1−(1–0.6)(1–0.5) = 0.8 s6 0 1−(1–0.6)(1–0.5) = 0.8
s7 1−(1–0.6)(1–0.5) = 0.8 s7 1 1−(1–0.48)(1–0.5) = 0.74
s8 1−(1–0.8) = 0.8 s8 1 1−(1–0.64) = 0.64
s9 1−(1–0.8) = 0.8 s9 1 1−(1–0.64) = 0.64
s10 1−(1–0.7)(1–0.8) = 0.94 s10 0 1−(1–0.7)(1–0.8) = 0.94
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Let us look again at the landscape described in figure 7.9, set ρ to 0.9, g to 30,
and look for the highest value of r for which there is a robust reserve, i.e., a reserve
that ensures that all the species have a survival probability in the reserve that is
greater than or equal to ρ in the worst case. This problem can be directly formulated
by replacing in program P7.18 the economic function with the expression r to be
maximized – in this case, r becomes a variable. However, the optimization problem
obtained is difficult because the constraints 7.18.2 become non-linear: lik þ
kk � log 1� qik 1� r

100

� �� �� logð1� qikÞ
	 


xi. Note that in this case rk does not
depend on k and is therefore denoted r. Another way to determine this limit value of
r is to solve P7.18, iteratively, by gradually increasing the value of r until there is no
longer any feasible reserve. In this case, the survival probability, in any reserve, of at
least one species falls below the desired threshold value, in the worst case. Table 7.12
presents the results obtained by this approach: there are robust reserves as long as
r is less than or equal to 12 and there are no more such reserves if r is greater than or
equal to 13.

Similarly, it may be interesting when ρ and r are fixed to determine the largest
value of g for which a robust reserve exists. Here again, the optimization problem is
difficult since it consists in solving P7.18 after having replaced the economic function
by variable g to be maximized. When r and ρ are fixed, all the constraints of P7.18 are
linear except constraints 7.18.1 which contain the term g Zkj j=100b ckk . Here gk does
not depend on k and is therefore denoted g. As before, one way to determine this
limit value is to solve P7.18 iteratively by gradually increasing the value of g until
there is no longer any feasible robust reserve. In this case, the survival probability of
at least one species falls below the required threshold, in the worst case, for any
reserve. Table 7.13 presents the results obtained by this approach when q ¼ 0:9 and
r ¼ 20. It can be seen that, under these conditions, there are robust reserves as long
as g� 24 and that there are no more such reserves when g� 25.

7.6.5.2 Large-Sized Instances

In this section we present the results obtained regarding the resolution of P7.18 on
large-sized instances. The landscapes studied are characterized by the following 4
parameters: the number of zones, the cost of protection of each zone, the number of

TAB. 7.12 – Cost of an optimal robust reserve for the landscape in figure 7.9 when ρ = 0.9,
g ¼ 30, and for different values of r. For example, if r is between 1 and 6, the optimal robust
reserve costs 75 units and has 16 zones when r 2 f1; 4; 5; 6g and 17 zones when r 2 f2; 3g.
r Cost of an optimal

robust reserve
Number of zones in the reserve for the

different values of r

r ¼ 0 69 15
r 2 1; 2; 3; 4; 5; 6f g 75 16, 17, 17, 16, 16, 16
r 2 7; 8; 9f g 77 16, 16, 16
r 2 10; 11; 12f g 80 17, 17, 17
r � 13 No feasible robust

reserve
–
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species concerned and the nominal survival probability of these species in each zone.
In these experiments, 50 species are present in the studied landscape and we con-
sidered two cases for each of the other 3 parameters, thus obtaining 8 types of
landscapes. The landscape is represented by a grid of 15� 15 identical square zones
or a grid of 20� 20 identical square zones; the costs of protecting the zones are
drawn at random, uniformly, between 1 and 10 or between 1 and 20; finally, in a first
case, each species appears randomly in 5% of the zones and the nominal survival
probabilities in the zones are drawn at random, uniformly, from the set
f0:5; 0:6; 0:7; 0:8g; in a second case, each species appears randomly in 4% of the
zones and the nominal survival probabilities in the zones are drawn at random,
uniformly, from the set f0:7; 0:8g. The characteristics of these 8 landscape types are
summarized in table 7.14. When a species does not appear in a zone, its survival
probability in that zone is zero.

For each of the 8 types of landscape we considered 5 different landscapes by
modifying the germ of the random number generator thus obtaining 40 different
landscapes.

Now let us see how the values of Ck ; qk , and dijk are defined. As in the experi-
ments in section 7.6.5.1, Ck ¼ g Zkj j=100b c, qk ¼ q, k 2 S , and dijk ¼ r qijk=100,
ði; jÞ 2 Z ; k 2 S . For each of the 40 landscapes, we studied solutions for the following
values of the different parameters: q 2 0:85; 0:90; 0:95f g, g 2 f10; 20g, and
r 2 20; 30; 100f g. For each of the 40 landscapes we also studied the case where there
is no uncertainty by solving P7.18 with q 2 0:85; 090; 0:95f g and g ¼ 0. We thus
resolved a total of 840 instances of P7.18.

All the instances were resolved quickly except some instances of size 20 � 20
when the threshold value is equal to 0.95. In this case, the resolution of several
instances requires a few hundred seconds, the most difficult instances corresponding
to g ¼ 20 and r ¼ 20 or 30. All the instances corresponding to landscapes of size
20 � 20 have a feasible solution. For the instances corresponding to landscapes of
size 15 � 15, there is no feasible solution for one of the 5 germs of the random
number generator when q ¼ 0:95 and when each species appears randomly in 4% of
the zones with a nominal survival probability drawn at random from the set
f0:7; 0:8g – landscapes of types 2 and 4. The other instances for which there is no
feasible solution are presented in table 7.15.

TAB. 7.13 – Cost of an optimal robust reserve for the landscape in figure 7.9 when q ¼ 0:9
and r ¼ 20, and for different values of g.

g Cost of an optimal robust
reserve

Number of zones in the
reserve

g 2 0;:::; 12f g 69 15,…,15
g 2 13; 14f g 70 17, 17
g 2 15; 16f g 75 18, 18
g 2 17; 18; 19f g 76 19, 19, 19
g 2 20; 21; 22; 23; 24f g 84 20, 20, 20, 20, 20
g� 25 No feasible robust reserve
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Experiments have shown that the cost of protection against uncertainty is often
high. Table 7.17 summarizes the average percentage increase in the cost of an
optimal robust reserve – taking into account uncertainty hypotheses – compared to
the cost of an optimal reserve when there is no uncertainty, for all the instances of
size 20 × 20 – landscapes of types 5, 6, 7, and 8. The average increase is calculated
on the 5 instances associated with the 5 values of the generator germ. Consider, for
example, the landscapes of type 8 when the threshold value of the survival proba-
bility, ρ, is equal to 0.90. The results obtained for g ¼ 30 and r ¼ 10 are given in
table 7.16. In this case, the average increase in the cost due to protection against
uncertainty is about 55%.

Let us look at table 7.17 when the threshold value of the survival probability is
equal to 0.85. We see on this table that, when r ¼ 10 and g = 30 or 100, there is no

TAB. 7.14 – Description of the 8 types of landscape considered in the experiments. In all the
cases, 50 species are concerned.

Type Dimension
of the grid
(n � n)

Set of values in
which the costs,

cij, are
generated

Probability of
presence of each
species in each

zone

Set of values in which the
nominal survival

probabilities, qijk, are
generated

1 15� 15 1; 2;:::; 10f g 5ðn � nÞ=100 0:5; 0:6; 0:7; 0:8f g
2 15� 15 1; 2;:::; 10f g 4ðn � nÞ=100 0:7; 0:8f g
3 15� 15 1; 2;:::; 20f g 5ðn � nÞ=100 0:5; 0:6; 0:7; 0:8f g
4 15� 15 1; 2;:::; 20f g 4ðn � nÞ=100 0:7; 0:8f g
5 20� 20 1; 2;:::; 10f g 5ðn � nÞ=100 0:5; 0:6; 0:7; 0:8f g
6 20� 20 1; 2;:::; 10f g 4ðn � nÞ=100 0:7; 0:8f g
7 20� 20 1; 2;:::; 20f g 5ðn � nÞ=100 0:5; 0:6; 0:7; 0:8f g
8 20� 20 1; 2;:::; 20f g 4ðn � nÞ=100 0:7; 0:8f g

TAB. 7.15 – Instances without feasible solutions.

Landscape
type

q r g Number of
instances without
feasible solutions
(out of the 5
considered)

2 0.85 20 100 1
4 0.85 20 100 1
2 0.90 10 100 1
2 0.90 20 100 1
4 0.90 10 100 1
4 0.90 20 100 1
1 0.95 20 100 1
2 0.95 20 100 1
4 0.95 20 100 2
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increase in cost for the landscapes of types 6 and 8. However, for the landscapes of
types 5 and 7 and for the same values of g and r, the average cost increases by about
20%. The largest average increase, again for this same threshold value of survival
probability, occurs for the landscapes of type 8 when r = 20 and η=100 and is about
57%. Regardless of the landscape considered, the largest average increase in the

TAB. 7.16 – Increase in the costs of an optimal reserve, due to protection against uncertainty,
for 5 landscapes of type 8, when g ¼ 30, r ¼ 10, and q ¼ 0:90.

No. of the
instance

Minimal cost when
there is no uncertainty

Minimal cost when uncertainty is
defined by g ¼ 30 and r ¼ 10

Cost
increase
(%)

1 119 188 57.98
2 90 147 63.33
3 114 180 57.89
4 124 183 47.58
5 99 148 49.49

Av 55.26

TAB. 7.17 – Cost increases due to uncertainty for the 4 types of landscape of size 20� 20 and
for 3 values of the parameter ρ: 0.85, 0.90, and 0.95.

Percentage increase in cost due to uncertainty

Survival
probability
to be
ensured for
each species
(ρ)

Definition of
the considered
uncertainty

Landscape
of type 5

Landscape
of type 6

Landscape
of type 7

Landscape
of type 8

0.85 r ¼ 10; g ¼ 30 + 21.3 + 0 + 20.1 + 0
r ¼ 10; g ¼ 100 + 21.3 + 0 + 20.1 + 0
r ¼ 20; g ¼ 30 + 51.6 + 46.5 + 50.6 + 55.3
r ¼ 20; g ¼ 100 + 51.6 + 49.3 + 50.6 + 56.5

0.90 r ¼ 10; g ¼ 30 + 32.8 + 46.8 + 32.1 + 55.3
r ¼ 10; g ¼ 100 + 32.8 + 49.3 + 32.1 + 56.5
r ¼ 20; g ¼ 30 + 61.1 + 72.5 + 63.4 + 76.4
r ¼ 20; g ¼ 100 + 61.1 + 72.5 + 64.5 + 77.0

0.95 r ¼ 10; g ¼ 30 + 28.1 + 18.2 + 31.1 + 17.2
r ¼ 10; g ¼ 100 + 28.1 + 19.2 + 31.2 + 17.4
r ¼ 20; g ¼ 30 + 60.8 + 57.5 + 63.0 + 58.8
r ¼ 20; g ¼ 100 + 62.1 + 63.4 + 67.0 + 66.5
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table occurs for the instances defined by ρ = 0.90, r ¼ 20, and η=100. Indeed, in this
case, this average increase in cost for the 4 types of landscape is approximately
between 61 and 77%.
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Chapter 8

Scenarios

8.1 Introduction
In chapters 1–6, the effect of zones’ protection is fully known. In chapter 7, the
uncertainty that may exist with regard to the survival of the species, both in pro-
tected and unprotected zones, is expressed in terms of probabilities. We also show, in
chapter 7, how to take into account, in a certain way, the inevitable uncertainties
concerning the values of these probabilities. In this new chapter, we consider another
way to take into account the uncertainty about the survival of the species in pro-
tected and unprotected zones. For this purpose, we consider that a set of scenarios,
Sc ¼ fsc1; sc2;:::; scpg, are possible (see appendix at the end of the book). A scenario
is a set of hypotheses on the evolution of factors that can affect the survival of species
in protected or unprotected zones. These assumptions may include direct factors
such as land use, climate change, pollution, overexploitation or invasive species, and
indirect factors such as economic activity, demographic change, and socio-political
contexts. Thus, with each set of protected zones is associated a certain protection of
the species under consideration and this protection depends on the scenario. We
denote by Sc the set of indices of the possible scenarios. As in the previous chapters,
S ¼ fs1; s2;:::; smg refers to the set of species, more or less threatened, in which we
are interested and Z ¼ fz1; z2;:::; zng, the set of zones that we can decide whether or
not to protect from a given moment, in order to ensure a certain protection to the
species in question and thus increase their chance of survival. S and Z refer to the set
of corresponding indices, respectively. With regard to the survival of the species in
protected zones, the following two cases are considered: in the first case, it is
assumed that, for any scenario scx, we know the zones whose protection ensures the
survival of species sk , and this for all k 2 S , if scenario scx is realized. This set is
denoted by Zx

k and the corresponding set of indices is denoted by Zx
k . In other words,

to ensure the survival of species sk if scenario scx is realized, it is necessary and
sufficient that at least one zone of Zx

k be protected. As we have generally done in the
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previous chapters, we consider here that there is only one level of protection: a zone
is protected or not. More precisely, the protection of zone zi is considered to protect
species sk in the case of scenario scx realization if the population size of species sk in
this zone is greater than or equal to a certain threshold value, depending on the
scenario and denoted by mxik. In other words, Zx

k ¼ fzi 2 Z : nik � mxikg where nik refers
to the population size of species sk – at the beginning of the horizon considered – in
zone zi. Given a reserve R, we refer to Nbx1ðRÞ as the number of species protected by
this reserve if scenario scx occurs. In the second case, it is assumed that, for any
scenario scx, we know the minimal population size of species sk that must be present
in the entire reserve – at the beginning of the period considered – for this species to
be protected if scenario scx occurs, and this for all k 2 S . This minimal population
size is denoted by hxk and Nbx2 ðRÞ is referred to as the number of species protected by
reserve R if scenario scx occurs. This chapter focuses on the determination of
optimal robust reserves, i.e., the determination of reserves that allow a certain
objective to be “best” achieved, knowing that several scenarios are possible.

Example 8.1. The instance described in figure 8.1 is considered and it is assumed
that two scenarios are possible: Sc ¼ fscx : x ¼ 1; 2g. We consider the two ways –

described above – of calculating the number of species protected by a reserve, R,
when scenario scx occurs: Nbx1 ðRÞ and Nbx2 ðRÞ. With regard to the calculation of
Nbx1 ðRÞ, the values of mxik , i 2 f1;. . .; 20g; k 2 f1;. . .; 15g; x 2 f1; 2g, are such that
the list of species that will survive in each protected zone and in each of the two
scenarios is given in figure 8.2. With regard to the calculation of Nbx2 ðRÞ, the values
of h1k and h2k are given in table 8.1. For example, if reserve R is composed of the
5 zones z2, z3, z10, z11, and z16, we obtain Nb11ðRÞ ¼ 6 since the 6 species s3, s4, s6, s7,
s8, and s12 will survive in the case of scenario sc1, Nb

2
1ðRÞ ¼ 7 since the 7 species s1,

s3, s6, s9, s10, s11, and s12 will survive in the case of scenario sc2, Nb12ðRÞ ¼ 6 since the
6 species s3, s4, s7, s10, s11, and s12 will survive in the case of scenario sc1, and
Nb22ðRÞ ¼ 6 since the 6 species s1, s3, s9, s10, s11, and s12 will survive in the case of
scenario sc2.

In the following sections we examine several problems related to the selection of
optimal robust reserves. Such reserves provide the best possible protection for the
species under consideration, in the presence of several scenarios and taking into
account a given robustness criterion.

8.2 Reserve Protecting All Species Considered
Regardless of the Scenario that Occurs

A first question that can be raised is the following: what is the set of zones to be
protected, at minimal cost, to protect all species considered, regardless of the sce-
nario that occurs. We first examine the case where the interest in protecting a
reserve R, if scenario scω is realized, is assessed by Nbx1 ðRÞ then the case where this
interest is assessed by Nbx2 ðRÞ.
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8.2.1 Case Where the Number of Species Protected
by a Reserve, R, if Scenario scω is Realized, is
Assessed by Nbx1 ðRÞ; in this Case the Protection
of Each Zone Allows to Protect a Given Set
of Species Depending on the Scenario

The problem can be formulated as a linear program in Boolean variables by asso-
ciating to each zone zi, as in the previous programs, a Boolean variable xi that takes
the value 1 if and only if zone zi is selected for protection. This results in program
P8.1 which is known, in the field of operational research, as the set-covering problem.

 

 
z1  z2  z3  z4 

s1(5) s3(6) 
s6(3) 

s1(8) s3(5) s6(2) s11(4)  s3(8) s6(2) s5(2)  s6(2)  
s12(5) s13(9) 

z5   z7 z8   

s2(1) s6(5) 
s9(4) 

z6 s11(8) s13(2) s12(9) s13(9) z9 

z10 
s7(4) s9(8) 

s11(8) s14(6) 
   s4(3) s13(6) s14(8) 

s7(2) s8(4) s9(8) s11(7)  z11 z12 z13 

z14  z15 
s7(2)  s10(9) 

s12(7) 
s11(8) s2(8) s11(3) 

s2(9) s5(7) s8(8) s7(8) s10(8) 
s11(9) 

z16  z17 

z18  z19 z20 
s3(7) s4(8) s7(2) s9(7) s7(3) s9(5) 

s5(9) s8(4) 
s11(4) 

s5(3) s8(7)    s7(2)  s8(8)  s15(8)    

FIG. 8.1 – The 20 zones z1, z2,…, z20 are candidates for protection and the 15 species s1, s2,
…, s15 living in these zones are concerned. For each zone, the species present and their
population size – in brackets – are indicated. The cost of protecting the white zones is equal to
1 unit, the cost of protecting the light grey zones is equal to 2 units and the cost of protecting
the dark grey zones is equal to 4 units. For example, s7, s9, s11, and s14 are present in zone z6,
their population size is equal to 4, 8, 8, and 6 units, respectively, and the cost of protecting this
zone is equal to 1 unit.
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P8:1 :

min
P
i2Z

cixi

s.t:

P
i 2Zx

k

xi � 1 k 2 S ; x 2 Sc ð8:1:1Þ

xi 2 0; 1f g i 2 Z ð8:1:2Þ

������

8>>>><
>>>>:

The economic function expresses the total cost of protecting the selected zones.
Constraints 8.1.1 express that, for any species sk and scenario scx, at least one zone
of Zx

k must be selected. It should be noted that wanting to protect all species
considered regardless of the scenario that occurs is a very conservative but often
unrealistic objective. Indeed, the optimal solution will generally consist in protecting
a large number of zones – possibly all of them – to be guarded against the conse-
quences of the different scenarios.

Example 8.2. Let us take again the instance built from figure 8.1 and described by
figure 8.2. In this example, the cheapest strategy to protect all species, regardless of
the scenario that occurs – among the 2 possible scenarios – is to protect the 12 zones
z1, z2, z4, z6, z8, z9, z11, z13, z15, z16, z19, and z20, which costs 26 units (figure 8.3).

(a) 
z1  z2  z3  z4 

s1  s3   s3  s6  s6 s6  s12 
z5   z7 z8   

s6  s9 z6  s13 z9 

z10 s9  s14     s4  s14 

s7  s8  z11 z12 z13 

z14  z15 s7  s12 s11 s2 

  s2  s5 s10  s11 z16  z17 

z18  z19 z20 s4  s7  s9 

 s11 s5  s8  s8  s15     

(b) 
z1  z2  z3  z4 

s3  s6   s1  s3  s6 s6  s13 

z5   z7 z8   

s6  s9 z6 s11 s12 z9 

z10 s7  s14     s4  s14 

s9  s11  z11 z12 z13 

z14  z15 s10  s12 s11 s2 

  s2  s8 s7  s11 z16  z17 

z18  z19 z20 s3  s9  s7 

 s8 s5  s8  s8  s15     

FIG. 8.2 – A region divided into twenty zones. Two scenarios are possible. (a) Species pro-
tected by the protection of a zone in the case of scenario sc1. (b) Species protected by the
protection of a zone in the case of scenario sc2. For example, the protection of zone z10 ensures
the protection of species s7 and s8, if scenario sc1 occurs, and that of species s9 and s11, if
scenario sc2 occurs.

TAB. 8.1 – Values of h1k and h2k . For example, species s3 will survive in the selected reserve if its
total population size in this reserve is greater than or equal to 20, in the case of scenario sc1,
and 17, in the case of scenario sc2.

k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

h1k 9 12 20 8 14 12 6 13 16 7 10 5 17 10 7

h2k 8 16 17 10 18 9 12 12 13 9 9 6 22 12 6
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As we have already discussed in the case of a single scenario (chapter 1), it can be
considered that to be protected species sk must be protected in at least bk zones. The
formulation of this variant of the problem is obtained by replacing in P8.1 the
constraints

P
i2Zx

k
xi � 1; k 2 S ;x 2 Sc, by the constraints

P
i2Zx

k
xi � bk ;

k 2 S ;x 2 Sc.

8.2.2 Case Where the Number of Species Protected
by a Reserve, R, if Scenario scω Occurs, is Assessed
by Nbx2 ðRÞ; in this Case, a Species is Protected
by R if its Total Population Size in R Exceeds
a Certain Value Depending on the Scenario

The problem of determining the minimal cost reserve, making it possible to protect
all species considered, whatever the scenario that occurs, can be formulated as the
linear program in Boolean variables obtained by replacing in P8.1 the constraintsP

i2Zx
k
xi � 1, k 2 S ;x 2 Sc, by the constraints

P
i2Z nikxi � hxk , k 2 S ;x 2 Sc.

8.3 Reserve Protecting as Many Species – of a Given
Set – as Possible Under a Budgetary Constraint
and in the Worst-Case Scenario

A second problem that may naturally arise is to determine the zones to be protected,
taking into account an available budget, B, in order to protect as many species as
possible in the worst-case scenario. The worst-case scenario is related to a set of

(a) 
z1  z2    z4 

s1  s3   s3  s6   s6  s12 

    z8   

 z6  s13 z9 

 s9  s14     s4  s14 

  z11  z13 

  z15 s7  s12  s2 

 s10  s11 z16   

  z19 z20 s4  s7   

 s5  s8  s8  s15     

(b) 
 

z1  z2    z4 

s3  s6   s1  s3   s6  s13 

    z8   

 z6  s12 z9 

 s7  s14     s4  s14 

  z11  z13 

  z15 s10  s12  s2 

 s7  s11 z16   

  z19 z20 s3  s9   

 s5  s8  s8  s15     

FIG. 8.3 – The least costly solution to protect all species, regardless of the scenario that
occurs – among the 2 possible scenarios – is to protect the 12 non-hatched zones: z1, z2, z4, z6,
z8, z9, z11, z13, z15, z16, z19, and z20. This protection costs 26 units while the protection of all
zones costs 48 units. (a) All species are protected if scenario sc1 occurs. (b) All species are
protected if scenario sc2 occurs.
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protected zones. This is the scenario for which the number of protected species is
minimal, taking into account the zones selected for protection. This problem, related
to species richness, can be written maxR�Z ;C ðRÞ�B ½minx2Sc Nbxf ðRÞ� where Nbxf ðRÞ
refers to the number of protected species – calculated in two different ways
depending on the value of f – when the set of zones R is protected and scenario scω is
realized. C(R) refers to the cost of reserve R. These problems can be formulated as
linear programs in Boolean variables. For this purpose, as in all previous programs,
with each zone zi is associated a Boolean decision variable, xi. With each possible
pair (species, scenario) is also associated a “working” Boolean variable, yxk , which, by
convention, takes the value 1 if and only if the zones selected to be protected allow
species sk to be protected in the event that scenario scx is realized.

8.3.1 Case Where the Interest of Protecting a Reserve, R,
if Scenario scω is Realized, is Assessed by Nbx1 ðRÞ

In this case, the problem can be formulated as program P8.2.

P8:2 :

max a

s.t:

a� P
k2S

yxk x 2 Sc ð8:2:1Þ j xi 2 f0; 1g i 2 Z ð8:2:4Þ

yxk � P
i 2Zx

k

xi k 2 S ;x 2 Sc ð8:2:2Þ j yxk 2 f0; 1g k 2 S ;x 2 Sc ð8:2:5Þ
P
i2Z

cixi �B ð8:2:3Þ j

������������

8>>>>>>>>><
>>>>>>>>>:

The objective of P8.2 is to maximize variable a. Because of constraints 8.2.1, this

variable a takes the value minx2Sc
P

k2S y
x
k

n o
at the optimum of P8.2 since there is

no other constraint on this variable, which corresponds to the number of protected
species in the event that the worst-case scenario occurs – for a fixed set of protected
zones. According to constraints 8.2.2, variable yxk , which is a Boolean variable, takes,
at the optimum of P8.2, the value 0 if

P
i2Zx

k
xi ¼ 0, i.e., if no zone of Zx

k is selected,

and the value 1 if
P

i2Zx
k
xi � 1, i.e., if at least one zone of Zx

k is selected. Variable yxk ,

therefore, takes the value 1 if and only if the zones selected for protection allow
species sk to be protected, in the event that scenario scx occurs. Constraints 8.2.4
and 8.2.5 specify the Boolean nature of all variables.

Example 8.3. Let us take again the instance described in figures 8.1 and 8.2 and
assume that the budget available for the protection of the zones is equal to 10 units.
By protecting the 7 zones z2, z4, z6, z8, z15, z16, and z19 we are sure that, whatever the
scenario, at least 11 species will be protected. Indeed, if scenario sc1 is realized, the
12 species s3, s4, s5, s6, s7, s8, s9, s10, s11, s12, s13, and s14 will be protected, and if
scenario sc2 is realized, the 11 species s1, s3, s5, s6, s7, s8, s9, s11, s12, s13, and s14 will be
protected (figure 8.4).
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8.3.2 Case Where the Interest of Protecting a Reserve, R,
if Scenario scω is Realized, is Assessed by Nbx2 ðRÞ

In this case, the problem can be formulated as the mathematical program obtained
by replacing in P8.2 the constraints yxk � P

i2Zx
k
xi; k 2 S ;x 2 Sc, by the constraints

hxk y
x
k � P

i2Z nikxi; k 2 S ;x 2 Sc.

8.4 Reserve Minimizing the Maximal Relative Regret,
for All Scenarios, About the Number of Protected
Species, Taking into Account a Budgetary
Constraint

Seeking to protect a set of zones in such a way that as many species as possible are
protected in the worst-case scenario can have a significant drawback: if one of the
scenarios is very “pessimistic” – from the viewpoint of species protection resulting
from the protection of zones –, then the optimal solution of P8.2 will essentially take
this only scenario into consideration. To overcome this drawback, it is possible to
determine the zones to be protected – under a budgetary constraint – in such a way
as to minimize the greatest regret, i.e., the greatest relative gap, over all scenarios,
between the number of protected species, given the zones selected, and the maximal
number of species that could be protected in the scenario considered, by possibly

(a) 
  z2    z4 

   s3  s6   s6  s12 

    z8   

 z6  s13  

 s9  s14      

     

  z15    

 s10  s11 z16   

  z19  s4  s7   

 s5  s8      

(b) 
 

  z2    z4 

   s1  s3   s6  s13 

    z8   

 z6  s12  

 s7  s14      

     

  z15    

 s7  s11 z16   

  z19  s3  s9   

 s5  s8      

FIG. 8.4 – If the budget available for zone protection is 10 units, the optimal solution for the
instance described in figures 8.1 and 8.2 consists in protecting the 7 non-hatched zones z2, z4,
z6, z8, z15, z16, and z19, which costs 10 units. (a) 12 species are protected in scenario sc1. (b) 11
species are protected in scenario sc2.
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retaining another set of zones. This problem can be written minR�Z ;C ðRÞ�B

fmaxx2Sc½ðNbxf ðR�x
f Þ � Nbxf ðRÞÞ=Nbxf ðR�x

f Þ �g where the set of zones of maximal
interest for scenario scx is designated by R�x

f and when the interest of a reserve, R, is
assessed by Nbxf ðRÞ – f is equal to 1 or 2. To solve this problem, it is first necessary to
determine the maximal interest – here, the maximal number of protected species –
that can be obtained by protecting a set of zones in the case of scenario scx, for all
scenarios.

8.4.1 Case Where the Interest of Protecting a Reserve, R,
If Scenario scω is Realized, is Assessed by Nbx1 ðRÞ

In this case, the maximal number of species that can be protected under scenario scx
can be calculated by solving the linear program in 0–1 variables P8.3(ω).

P8:3ðxÞ :

max Nx
max ¼

P
k2S

yxk

s.t:

yxk � P
i2Zx

k

xi k 2 S ð8:3x:1Þ j xi 2 f0; 1g i 2 Z ð8:3x:3Þ
P
i2Z

cixi �B ð8:3x:2Þ j yxk 2 f0; 1g k 2 S ð8:3x:4Þ

��������

8>>>>>><
>>>>>>:

Because of the economic function to be maximized,
P

k2S y
x
k , and constraints

8.3ω.1, variable yxk takes the value 1, at the optimum of P8.3(ω), if and only if xi ¼ 1
for at least one index i of Zx

k , i.e., if at least one of the zones that allow species sk to
be protected under scenario scω is selected to be protected. Otherwise, variable yxk
can only take the value 0. The value of the economic function at the optimum of
P8.3(ω) is therefore well equal to the maximal number of species that can be pro-
tected if scenario scω is realized, under the budgetary constraint expressed by con-
straints 8.3ω.2.

Example 8.4. Let us take again the instance built from figure 8.1 and described by
figure 8.2, and suppose that the budget available for the protection of the zones is
equal to 7 units. If we think that scenario sc1 will be realized, then the optimal
reserve allows 10 species to be protected. It should be noted that if, contrary to the
forecasts, scenario sc2 is realized, then the reserve selected only allows for the pro-
tection of 8 species (figure 8.5). If, on the contrary, we think that scenario sc2 will be
realized, then the optimal reserve allows 9 species to be protected. Again, it should
be noted that if, contrary to the forecasts, scenario sc1 is realized, then the reserve
selected only allows for the protection of 8 species (figure 8.6).

Once Nx
max is determined for all scenarios scx, i.e., for all x 2 Sc, the optimal

solution to the problem considered – minimization of the maximal regret – can be
calculated by solving the linear program in Boolean variables P8.4.
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(a) 
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 s10  s11 z16   

  z19  s4  s7   

 s5  s8      

(b) 
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  z19  s3  s9   

 s5  s8      

FIG. 8.5 – The budget available for the protection of the zones is equal to 7 units. (a) The
optimal solution for scenario sc1 of the instance described in figures 8.1 and 8.2 is to protect
the 5 non-hatched zones z2, z6, z15, z16, and z19, which costs 7 units and protects the 10 species
s3, s4, s5, s6, s7, s8, s9, s10, s11, and s14. (b) If scenario sc2 is realized, the protection of the 5
zones z2, z6, z15, z16, and z19 protects the 8 species s1, s3, s5, s7, s8, s9, s11, and s14.

(a) 
  z2    z4 

   s3  s6   s6  s12 

    z8   

   s13  

       

     

  z15    

 s10  s11    

  z19     

 s5  s8      
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   s1  s3   s6  s13 

    z8   

   s12  

       

     

  z15    

 s7  s11    

  z19     

 s5  s8      

FIG. 8.6 – The budget available for the protection of the zones is equal to 7 units. (a) The
optimal solution for scenario sc2 of the instance described in figures 8.1 and 8.2 is to protect
the 5 unhatched zones z2, z4, z8, z15, and z19, which costs 7 units and protects the 9 species s1,
s3, s5, s6, s7, s8, s11, s12, and s13. (b) If scenario sc1 occurs, the protection of the 5 zones z2, z4,
z8, z15, and z19 protects the 8 species s3, s5, s6, s8, s10, s11, s12, and s13.
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P8:4 :

min a

s.t:

a� �
Nx

max �
P

k2S y
x
k

��
Nx

max x 2 Sc ð8:4:1Þ

yxk � P
i 2Zx

k

xi k 2 S ;x 2 Sc ð8:4:2Þ
P
i2Z

cixi �B ð8:4:3Þ

xi 2 0; 1f g i 2 Z ð8:4:4Þ

yxk 2 0; 1f g k 2 S ;x 2 Sc ð8:4:5Þ

������������������

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

Since we are seeking to minimize variable a and because of constraints 8.4.1, the
Boolean variable yxk takes, at the optimum of P8.4, the highest possible value.
Because of constraints 8.4.2, it therefore takes the value 1 if and only if the zones
selected to be protected ensure the protection of species sk , in the case of scenario
scx. In other words, yxk takes the value 1 if and only if at least one of the zones of Zx

k
is selected. Because of the economic function, a, to be minimized and constraints
8.4.1, variable a takes, at the optimum of P8.4, the largest of the values

Nx
max �

P
k2S y

x
k

� �.
Nx

max, on all scenarios scx. The resolution of P8.4, therefore,

enables the selection of zones whose protection minimizes the maximal relative gap,
over all scenarios scx, between 1) the number of species that are protected in sce-
nario scx given the selected zones – zone zi is selected if xi ¼ 1 – and 2) the maximal
number of species that could have been protected – possibly by protecting another
set of zones – in scenario scx (figure 8.7).
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FIG. 8.7 – If the budget available for zone protection is 7 units, the optimal solution of P8.4,
for the example described in figures 8.1 and 8.2, is to protect zones z2, z4, z6, z15, and z19.
(a) The protection of these zones allows the protection of the 9 species s3, s5, s6, s8, s9, s10, s11,
s12, and s14, if scenario sc1 is realized. (b) The protection of these zones allows the protection
of the 9 species s1, s3, s5, s6, s7, s8, s11, s13, and s14 if scenario sc2 is realized.
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Example 8.5. Let us take again the instance built from figure 8.1 and described by
figure 8.2, and suppose that the budget available for the protection of the zones is
equal to 7 units. The reserve associated with the optimal solution of P8.4 costs 7
units and allows 9 species to be protected, if scenario sc1 is realized, and also 9
species, if scenario sc2 is realized. For scenario sc1 the value of the expression

Nx
max �

P
k2S y

x
k

� �.
Nx

max is equal to (10−9)/10 = 0.1 and for scenario sc2 it is equal

to (9−9)/9 = 0. The corresponding value of the economic function of P8.4, a, is
therefore equal, for this example, to max{0.1, 0} = 0.1. In other words, regardless of
which scenario scx occurs, the relative gap between the number of species that are
protected by protecting the zones corresponding to the optimal solution of P8.4

rather than the zones corresponding to the best strategy for scenario scx is less than
or equal to 10%.

8.4.2 Case Where the Interest of Protecting a Reserve, R,
If Scenario scω Occurs, is Assessed By Nbx2 ðRÞ

In this case, the problem of determining the maximal interest, Nx
max, that can be

obtained by protecting a set of zones, in the case of scenario scx, can be formulated
as the program obtained by replacing in P8:3ðxÞ the constraints
yxk � P

i 2Zx
k
xi; k 2 S , by the constraints hxk yxk � P

i2Z nikxi; k 2 S . Once Nx
max is

determined for all scenarios scx, i.e., for all x 2 Sc, one can calculate the optimal
solution to the problem under consideration by solving the program obtained by
replacing in P8:4 the constraints yxk � P

i 2Zx
k
xi; k 2 S ;x 2 Sc, by the constraints

hxk y
x
k � P

i2Z nikxi; k 2 S ;x 2 Sc.
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Chapter 9

Species Survival Probabilities’ Scenarios

9.1 Introduction
In this chapter, the uncertainty that may exist with regard to the survival of the
species under consideration, taking into account the protection policies of the dif-
ferent candidate zones, is expressed both by the survival probabilities of these
species in protected and unprotected zones but also by a set of possible scenarios,
Sc ¼ fsc1; sc2;:::; scpg. A scenario corresponds to a set of hypotheses on the evolution
of the factors likely to influence the survival probabilities of the species. These
assumptions may concern direct factors such as land use, climate change, pollution,
overexploitation or invasive species, and indirect factors such as economic activity,
demographic change, and socio-political contexts. In this chapter, the survival
probabilities of the species are therefore scenario-dependent. As in the previous
chapters, the term “species” refers to the set of species of interest, and “candidate
zones” refers to the set of candidate zones for protection. Let S = {s1, s2,…, sm} be
the set of species considered and Z = {z1, z2,…, zn} be the set of candidate zones.
Denote by S, Z, and Sc the set of indices of the elements of S, Z, and Sc, respectively.
Thus, the information concerning the survival of species sk in the protected zone zi is
provided by the probability pxik, i 2 Z , k 2 S , x 2 Sc, assuming that scenario scω is
realized. The survival probability of the species sk in the unprotected zone zi, k 2 S ,
i 2 Z , is assumed to be 0 for all scenarios. It is also assumed that all these proba-
bilities are independent. Note that the value of pxik may be 0 for some triplets ði; k;xÞ
even if zone zi is protected. Indeed, on the one hand, some zones, even if protected,
do not contribute to the protection of certain species in any scenario – there are
i and k such that pxik ¼ 0 for all x 2 Sc – and, on the other hand, a given zone may
contribute to the protection of a certain species in the case of scenario scx1 but not
contribute to the protection of that species in the case of scenario scx2 – there are i,
k, ω1, and ω2 such as px1

ik [ 0 and px2
ik ¼ 0.

Given a reserve, R, i.e., a subset of zones of Z that one decides to protect, denote
by IntxðRÞ the interest in protecting R in the case of scenario scω. In sections 9.2–9.5
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of this chapter, IntxðRÞ represent the number of species whose survival probability
in reserve R is greater than or equal to a certain threshold value – denoted by ρk for
species sk – in the case of scenario scω. IntxðRÞ can therefore be defined as follows:
IntxðRÞ ¼ k 2 S : P

x

k ðRÞ� qk
� ��� �� where Px

k Rð Þ is the survival probability of species
sk in reserve R, in the case of scenario scω. This probability Px

k ðRÞ is equal to
1�Qi2R 1� pxik

� �
where R denotes the set of indices of the zones belonging to

reserve R. In section 9.6 of this chapter, IntxðRÞ represents the expected number of
species that will survive in reserve R if scenario scω occurs. Thus, in this case, we
have Intx Rð Þ ¼Pk2S P

x
k Rð Þ.

In the remainder of this chapter, we focus on the determination of optimal robust
reserves by giving several meanings to the term “robust”. In all cases, this qualifier
refers to reserves that have a certain level of interest regardless of the scenario that
occurs.

9.2 Reserve Ensuring a Certain Survival Probability
for the Largest Possible Number of Species,
of a Given Set, Under a Budgetary Constraint
and Regardless of the Scenario

In this section, let us examine the determination of a reserve, respecting a budgetary
constraint and guaranteeing certain objectives, whatever the scenario that occurs.
Such a reserve is referred to as “robust”. Recall that for any triplet
ði; k;xÞ 2 Z � S � Sc, the survival probability of species sk in zone zi in the case of
scenario scω is equal to pxik if zone zi is protected and 0 in the opposite case. We
consider here that there is only one level of protection: a zone is protected or not.
The problem consists in determining a reserve, i.e., a set of zones to be protected,
whose protection cost is less than or equal to the available budget, denoted by B,
and which satisfies the following property: the number of species of S whose survival
probability in the reserve is greater than or equal to a certain threshold value –

depending on the species – is maximal in the worst-case scenario. For a given reserve,
the worst-case scenario is the one that leads to the lowest number of species whose
survival probability – in that reserve – is greater than or equal to the specified
threshold value. Denote by ρk the threshold value corresponding to species sk. Using
the notation IntxðRÞ for the interest of reserve R in the case of scenario scω, i.e., the
number of species whose survival probability is greater than or equal to the set
threshold value, this optimization problem can be concisely formulated as follows:
maxR�Z ;C ðRÞ�B min x2Sc IntxðRÞ

� �
. Let us introduce the Boolean decision variable xi

which takes the value 1 if and only if zone zi is protected. The extinction probability
of species sk in zone zi can then be written 1� pxikxi, in the case of scenario scω and as
a function of variable xi. It is deduced that the probability of disappearance of
species sk from the reserve, in the case of scenario scω, is equal to

Q
i2Z 1� pxikxi
� �

,
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and finally that the survival probability of species sk in the reserve, i.e., in the set of
protected zones, is equal to 1�Qi2Z 1� pxikxi

� �
. The problem we consider here is to

determine the zones to be protected, i.e., the values of variables xi, in such a way as
to ensure, for all scenarios, a survival probability greater than or equal to a certain
threshold value, for as many species as possible. In other words, we seek to determine
a reserve, R, such that, among the m constraints 1�Qi2Z 1� pxikxi

� �� qk , k 2 S , as

many as possible are satisfied for all x 2 Sc. In order to formulate the problem as a
mathematical program, let us also introduce the Boolean variable yxk which takes the
value 1 if and only if the survival probability of species sk in the reserve is greater
than or equal to the threshold value ρk, in the case of scenario scω. The optimal
robust solution can be determined by solving the mathematical program in integer
variables P9.1.

P9:1 :

max a

s.t:

P
i2Z

cixi �B ð9:1:1Þ
1� Q

i2Z
ð1� pxikxiÞ� qky

x
k k 2 S ;x 2 Sc ð9:1:2Þ

a� P
k2S

yxk x 2 Sc ð9:1:3Þ

xi 2 f0; 1g i 2 Z ð9:1:4Þ
yxk 2 f0; 1g k 2 S ;x 2 Sc ð9:1:5Þ

����������������

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

The economic function of P9.1 is variable α to be maximized. Because of con-
straints 9.1.3, the value of variable α, at the optimum of P9.1 is equal to the number
of species with a survival probability in the reserve greater than or equal to the
specified threshold value, in the worst-case scenario. Indeed, at the optimum of P9.1,

we have a ¼ minx2Sc
P

k2S y
x
k

n o
. Constraint 9.1.1 expresses that the total cost of

protecting the reserve must be less than or equal to the available budget, B. Con-
straints 9.1.2 force the Boolean variables yxk to take the value 0 if the survival
probability in the reserve of species sk is less than the threshold value ρk, in the case
of scenario scω. Otherwise, and because of the expression of the economic function to
be maximized, the Boolean variables yxk take the value 1 at the optimum of P9.1.
Constraints 9.1.4 and 9.1.5 specify the Boolean nature of variables xi and yxk . The
economic function is linear but constraints 9.1.2 are non-linear since they involve the
product of the n linear functions 1� pxikxi. We will see that, as in section 7.2 of
chapter 7, these constraints 9.1.2 can be linearized and that therefore, finally, the
solution to the problem considered can be determined by solving a linear program in
Boolean variables. Let us first rewrite constraints 9.1.2 as

Q
i2Z 1� pxikxi
� ��

1� qky
x
k . To simplify the presentation, it is assumed that pxik and ρk are strictly less

than 1. These constraints are equivalent to log
Q

i2Z ð1� pxikxiÞ
� �

� logð1� qky
x
k Þ orP

i2Z logð1� pxikxiÞ� logð1� qky
x
k Þ. Since variables xi and yxk are Boolean variables,

logð1� pxikxiÞ ¼ xi logð1� pxikÞ and logð1� qky
x
k Þ ¼ yxk logð1� qkÞ. The nonlinear
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constraints 9.1.2 are, therefore, equivalent to the linear constraintsP
i2Z xi logð1� pxikÞ� yxk logð1� qkÞ, k 2 S ;x 2 Sc. Finally, the optimal robust

solution to the problem under consideration can be determined by solving the linear
program in Boolean variables P9.2.

P9:2 :

max a

s.t:

P
i2Z

cixi �B ð9:2:1Þ j a� P
k2S

yxk x 2 Sc ð9:2:3Þ
P
i2Z

xi logð1� pxikÞ j xi 2 0; 1f g i 2 Z ð9:2:4Þ

� yxk logð1� qkÞ k 2 S ; x 2 Sc ð9:2:2Þ j yxk 2 0; 1f g k 2 S ; x 2 Sc ð9:2:5Þ

����������

8>>>>>>><
>>>>>>>:

By setting lxik ¼ logð1� pxikÞ and mk ¼ logð1� qkÞ, program P9.2 is rewritten as
program P9.3.

P9:3 :

max a

s.t:

P
i2Z

cixi �B ð9:3:1Þ j xi 2 f0; 1g i 2 Z ð9:3:4Þ
P
i2Z

lxikxi � mkyxk k 2 S ;x 2 Sc ð9:3:2Þ j yxk 2 f0; 1g k 2 S ; x 2 Sc ð9:3:5Þ

a� P
k2S

yxk x 2 Sc ð9:3:3Þ j

�����������

8>>>>>>>>><
>>>>>>>>>:

9.3 Least Cost Reserve Ensuring a Certain Survival
Probability for All Considered Species, Regardless
of the Scenario

The following variant of the problem in the previous section can be considered:
determine an optimal robust reserve, that is, here, a set of zones to be protected, of
minimal cost, and which ensures that all species of S have a survival probability in
the reserve – or equivalently in all candidate zones – greater than or equal to a
certain threshold value, in all scenarios. As in the previous section, the survival
probability of species sk in zone zi, and in the case of scenario scω, is equal to pxik if
zone zi is protected and 0 if it is not. This optimization problem can be written in a
concise way: min C ðRÞ :R�Z ; IntxðRÞ ¼ m ðx 2 ScÞf g where IntxðRÞ is the interest
in protecting R – here, the number of species whose survival probability is at least
equal to the set threshold value – in the case of scenario scω. Recall that Px

k ðRÞ is the
survival probability of species sk in reserve R in case of scenario scω. The problem can
also be written as follows: min C ðRÞ :R�Z ; Px

k ðRÞ� qk ðk 2 S ;x 2 ScÞ� �
. The

optimal robust solution to the problem can be obtained by solving the linear
program in Boolean variables P9.4.
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P9:4 :

min
P
i2Z

cixi

s.t:

P
i2Z

lxikxi � mk k 2 S ;x 2 Sc ð9:4:1Þ

xi 2 0; 1f g i 2 Z ð9:4:2Þ

������

8>>>><
>>>>:

where the coefficients lxik and mk have the same meaning as in P9.3.

9.4 Reserve Subject to a Budgetary Constraint and
Minimizing the Maximal Relative Regret, over All
Scenarios, About the Number of Species of a Given
Set with a Survival Probability Above a Certain
Threshold Value

As already pointed out for similar contexts, seeking to protect a set of zones in such
a way that as many species as possible have a survival probability greater than or
equal to a certain threshold value, in the worst-case scenario, can have a significant
drawback: if one of the scenarios is very “pessimistic” then the reserve selected will
essentially take into account that single scenario. To overcome this disadvantage,
one can seek to determine the zones to be protected – under a budgetary constraint
– in such a way as to minimize the greatest relative gap, over all scenarios scω,
between (1) the number of species with a survival probability greater than or equal
to a certain threshold value, taking into account the zones selected, and (2) the
maximal number of species that could have a survival probability greater than or
equal to the same threshold value in scenario scω. This problem of determining an
optimal robust reserve can be written minR�Z :C ðRÞ�B maxx2Sc ½ðIntxðR�xÞ��
IntxðRÞÞ=IntxðR�xÞ�g where R�x is the set of zones of maximal interest for scenario
scx. Recall that, in sections 9.2–9.5 of this chapter, the interest of reserve, R, cor-
responds to the number of species whose survival probability in that reserve is
greater than or equal to a pre-set threshold value. To solve this problem, we must
first determine the maximal interest that can be obtained – by protecting some
zones of Z – in the case of scenario scx. The following optimization problem must,
therefore, be solved for any scenario scx: maxR�Z : C ðRÞ�B IntxðRÞ. This problem
can be formulated as the linear program in Boolean variables P9.5(ω).

P9:5ðxÞ :

max Intxmax ¼
P
k2S

yxk

s.t:

P
i2Z

cixi �B ð9:5x:1Þ j xi 2 0; 1f g i 2 Z ð9:5x:3Þ
P
i2Z

lxikxi � mkyxk k 2 S ð9:5x:2Þ j yxk 2 0; 1f g k 2 S ð9:5x:4Þ

�������

8>>>>><
>>>>>:
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Because of the economic function to be maximized,
P

k2S y
x
k , and constraints

9:5x:2, the Boolean variable yxk takes the value 1, at the optimum of P9.5(ω), if and
only if the survival probability of species sk in the selected reserve is greater than or
equal to ρk, in the case of scenario scω. Otherwise, variable yxk can only take the value
0. The value of the economic function, at the optimum of P9.5(ω), is therefore equal
to the maximal number of species whose survival probability, in the case of scenario
scω, is greater than or equal to the pre-set threshold value, taking into account the
budgetary constraint expressed by 9.5ω.1. This value is denoted by Intxmax. It cor-
responds to IntxðR�xÞ. Once Intxmax has been determined for all scenarios, i.e., for all
x 2 Sc, the optimal solution to the problem under consideration can be found by
solving the mixed-integer linear program P9.6.

P9:6 :

min a

s.t:

P
i2Z

cixi �B ð9:6:1Þ
P
i2Z

lxikxi � mkyxk k 2 S ; x 2 Sc ð9:6:2Þ

a� Intxmax �
P

k2S y
x
k

� �
=Intxmax x 2 Sc ð9:6:3Þ

xi 2 f0; 1g i 2 Z ð9:6:4Þ

yxk 2 f0; 1g k 2 S ; x 2 Sc ð9:6:5Þ

a� 0 ð9:6:6Þ

����������������������

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

Because of constraints 9.6.2, the Boolean variable yk can take the value 1 if and
only if the zones selected for protection provide species sk with a survival probability
greater than or equal to qk , in the case of scenario scx. Because of the economic
function, α, to be minimized and constraints 9.6.3, variable α takes, at the optimum

of P9.6, the largest of the values Intxmax �
P

k2S y
x
k

� �
=Intxmax over all scenarios scx.

The resolution of P9.6 therefore allows for the selection of a reserve whose protection
minimizes the maximal relative gap, over the set of scenarios, between the number of
species that have a survival probability in that reserve greater than or equal to the
threshold value – zone zi is selected if xi ¼ 1 – and the maximal number of species
that would have a survival probability greater than or equal to the threshold value in
a reserve that is optimal for the scenario under consideration.

9.5 Examples
In this section, we illustrate the results of the previous sections on a hypothetical set of
candidate zones represented by a grid of 8� 8 square and identical zones. In this
example, 10 species, s1, s2,…, s10, are involved and 2 scenarios, sc1 and sc2, are con-
sidered. The data are presented in figure 9.1. The zones are designated by zij where
i denotes their row index and j, their column index. For each zone zij , the non-zero
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survival probabilities of the species in that zone, when protected and for each scenario,
are indicated. Here pxijk refers to the survival probability of species sk in the protected
zone zij and in the case of scenario scx. Recall that all survival probabilities are zero in
unprotected zones. The cost associated with protecting each zone is indicated in the
lower right-hand corner of the corresponding zone. In all that follows, wewill say that a
species is protected by a reserve, R, in the case of scenario scx, if the survival proba-
bility of that species – in reserveR – is greater than or equal to the set threshold value.
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FIG. 9.1 – A set of 64 candidate zones for protection represented by a grid of 8� 8 square and
identical zones. 10 species are concerned and 2 scenarios are envisaged. The corresponding
survival probabilities, pxijk , and the costs of protection are indicated in each zone. Consider, for

example, zone z56. Species s7 and s8 are concerned by this zone. The survival probability of
species s7 in this zone, if protected, is equal to 0.5 for the first scenario and 0.8 for the second
one. The survival probability of species s8 in this zone, if protected, is 0.8 for the first scenario
and 0.4 for the second one. The cost of protecting this zone is equal to 6.
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TAB. 9.1 – List of zones whose protection ensures a positive survival probability for species sk, for at least one of the two scenarios.

Species Zones Species Zones

s1 z11 z16 z25 z83 s6 z15 z78 z84 z88
s2 z17 z18 z43 z61 z71 z84 z86 s7 z18 z26 z37 z55 z56
s3 z12 z26 z34 z55 z65 z75 z83 z85 s8 z11 z14 z56 z73 z76
s4 z17 z44 z54 z62 z67 z75 z84 s9 z22 z23 z36 z42 z46 z62
s5 z14 z24 z57 z68 z87 s10 z11 z15 z18 z34

TAB. 9.2 – Problem I: Optimal robust reserve characteristics for three values of the available budget and for two threshold values.

B q Number of
selected zones

Cost of the
reserve

Number of
protected species

Species protected in
scenario sc1

Species protected in
scenario sc2

Associated
figure

10 0.8 5 9 3 s3, s4, s9 s2, s4, s9 9.2a
0.9 5 10 2 s4, s9 s4, s9 –

20 0.8 8 19 5 s2, s3, s4, s5, s9, s10 s2, s4, s5, s7, s9 9.2b
0.9 7 19 4 s2, s3, s4, s9 s2, s4, s7, s9 –

30 0.8 11 30 7 s2, s3, s4, s5, s8, s9, s10 s2, s3, s4, s5, s7, s8, s9 –

0.9 10 30 5 s2, s3, s4, s7, s9 s2, s3, s4, s7, s9 9.2c
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To facilitate the review of this example, table 9.1 lists for all k 2 S the zones for
which the survival probability of species sk is positive for at least one of the two
scenarios.

Let us consider the three following problems, each of which consists of deter-
mining an optimal robust reserve:

Problem I. Determine a reserve that respects a certain budget and maximizes the
number of species whose survival probability – in the reserve or equivalently in the
set of candidate zones – is greater than or equal to 0.8 then 0.9 – qk ¼ 0:8 then
qk ¼ 0:9 for all k – regardless of the scenario.

Problem II. Determine a minimal cost reserve that ensures that all species
considered have a survival probability – in the reserve or equivalently in the set of
candidate zones – greater than or equal to 0.8 then 0.85 then 0.9 – qk ¼ 0:8 then
qk ¼ 0:85 then qk ¼ 0:9 for all k – regardless of the scenario.

Problem III. Determine a reserve that respects a certain budget and minimizes the
maximal relative regret, over all scenarios, on the number of species whose survival
probability – in the reserve or equivalently in the set of candidate zones – is greater
than or equal to 0.8 then 0.9 – qk ¼ 0:8 then qk ¼ 0:9 for all k.

In this example and for these three problems, we refer to ρ the threshold value
applicable to all species. Note that the survival probability of a species in the reserve
is equal to the survival probability of that species in the set of candidate zones since,
by hypothesis, the survival probabilities of the species considered in the unprotected
zones are all equal to 0.

The results obtained for Problem I are presented in table 9.2. Some optimal
robust reserves corresponding to the instances in this table are shown in figure 9.2.
Table 9.3 gives the survival probabilities of each species in the optimal robust
reserve, for both scenarios, when the available budget equals 20 and the threshold
value equals 0.8.

The results obtained for Problem II are presented in table 9.4. It can be noted
that it is not possible to define a reserve to ensure, for all scenarios, a survival
probability of at least 0.9 for all species. Some optimal robust reserves corresponding
to the instances in table 9.4 are presented in figure 9.3. Table 9.5 gives the survival

 

 

 

 

 

 

 

 

(a) 10, 0.8B      (b) 20, 0.8B  (c) 30, 0.9B  

FIG. 9.2 – Problem I: Optimal robust reserves corresponding to certain instances in table 9.2.
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TAB. 9.3 – Problem I: Species survival probabilities in the optimal robust reserve, for both
scenarios, when B = 20 and qk ¼ 0:8 for all k.

Species Survival
probability in
the reserve

(scenario sc1)

Survival
probability in
the reserve

(scenario sc2)

Species Survival
probability in
the reserve

(scenario sc1)

Survival
probability in
the reserve

(scenario sc2)

s1 0 0 s6 0 0
s2 0.96 0.92 s7 0.60 0.80
s3 0.80 0.40 s8 0 0
s4 0.82 0.85 s9 0.90 0.92
s5 0.82 0.84 s10 0.80 0.40

TAB. 9.4 – Problem II: Optimal robust reserve characteristics for three
threshold values.

q Cost of the optimal robust reserve Associated figure

0.80 55 9.3a
0.85 64 9.3b
0.90 No feasible reserve –

 

 

 

 

 

(a) 0.8  (b) 0.85  

FIG. 9.3 – Problem II: Optimal robust reserves for the instances in table 9.4.

TAB. 9.5 – Problem II: Species survival probabilities in the optimal robust reserve for both
scenarios, and when qk ¼ 0:8 for all k.

Species Survival
probability in
the reserve

(scenario sc1)

Survival
probability in
the reserve

(scenario sc2)

Species Survival
probability in
the reserve

(scenario sc1)

Survival
probability in
the reserve

(scenario sc2)

s1 0.850 0.820 s6 0.800 0.910
s2 0.960 0.920 s7 0.800 0.960
s3 0.994 0.820 s8 0.940 0.860
s4 0.820 0.850 s9 0.900 0.920
s5 0.820 0.840 s10 0.958 0.916
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probabilities of each species in the optimal robust reserve, for both scenarios, when
the threshold value is equal to 0.8.

The results obtained for Problem III are presented in tables 9.6 and 9.7.

9.6 Reserve Satisfying a Budgetary Constraint and
Maximizing the Expected Number of Species,
of a Given Set, that will Survive in it

As in the previous sections, S ¼ fs1; s2;:::; smg refers to the set of species under
consideration, Z ¼ fz1; z2;:::; zng, the set of candidate zones for protection, and
Sc ¼ fsc1; sc2;:::; scpg, the set of possible scenarios. Thus, information concerning
the survival of species sk in the protected zone zi when scenario scx is assumed to
occur is provided by the probability pxik, i 2 Z , k 2 S , x 2 Sc. In order to simplify the
presentation it is assumed that all these probabilities are strictly less than 1. On the
other hand, the survival probabilities of the different species in unprotected zones
are all assumed to be zero.

As in chapter 7, section 7.5, the aim is to identify a set of zones to be protected,
with a cost less than or equal to a certain value, B, so as to maximize the expected
number of species that will survive in that set of zones. The difference with chapter 7,
section 7.5, is that now several scenarios are considered. The next two sections 9.6.1
and 9.6.2, consider two slightly different problems.

As before, Px
k ðRÞ refers to the survival probability in reserve R of species sk in the

case of scenario scx. As we saw in the introduction, Px
k ðRÞ ¼ 1�Qi2Z 1� pxikxi

� �
.

Recall that the reserve is defined by zones zi such that xi = 1. We deduce that the
expected number of species that will survive in the reserve in the case of scenario scω
is equal to

P
k2S 1�Qi2Z 1� pxikxi

� �h i
. Note that one could give different impor-

tance to each species and thus consider the expected weighted number of species

that will survive in the reserve, i.e., the quantity
P

k2S wk 1�Qi2Z 1� pxikxi
� �h i

where wk is the weight assigned to species sk.

9.6.1 Reserve Respecting a Budgetary Constraint
and Maximizing the Expected Number of
Species, of a Given Set, that will Survive
in it in the Worst-Case Scenario

In this section, we focus on determining an optimal robust reserve, that is, a reserve
that respects a certain budget and maximizes the expected weighted number of
species that will survive in this reserve in the worst-case scenario. For a given reserve,
the worst-case scenario here is the one for which the expected weighted number of
species that will survive in this reserve is the lowest. The problem can, therefore, be
formulated as the mixed-integer mathematical program P9.7 in which the Boolean
variable xi takes the value 1 if and only if zone zi is selected to be part of the reserve.
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TAB. 9.6 – Problem III: Optimal reserves for each scenario, for three values of the available budget and for two threshold values.

B ρ Scenario Optimal reserve Species with a survival probability greater
than the threshold value

10 0.8 sc1 z18 z22 z55 s2 s3 s7 s9 s10
sc2 z12 z23 z55 z67 z75 s3 s4 s7 s9

0.9 sc1 z15 z18 z22 z23 s2 s9 s10
sc2 z18 z22 z23 z55 s7 s9

20 0.8 sc1 z14 z18 z22 z56 z57 z67 z75 s2 s3 s4 s7 s8 s9 s10
sc2 z12 z14 z23 z55 z57 z75 z84 s2 s3 s4 s5 s7 s9

0.9 sc1 z15 z18 z22 z55 z62 z67 z75 s2 s3 s4 s9 s10
sc2 z18 z22 z23 z55 z67 z75 z84 s2 s4 s7 s9

20 0.8 sc1 z16 z18 z22 z56 z57 z67 z75 z83 z87 s1 s2 s3 s4 s5 s7 s8 s9 s10
sc2 z11 z12 z14 z15 z23 z55 z57 z75 z84 s2 s3 s4 s5 s6 s7 s9 s10

0.9 sc1 z12 z14 z15 z18 z22 z55 z56 z62 z67 s2 s3 s4 s7 s8 s9 s10
sc2 z22 z23 z26 z55 z61 z67 z75 z84 z88 s2 s3 s4 s6 s7 s9

TAB. 9.7 – Problem III: Characteristics of the optimal robust reserve for three values of the available budget and for two threshold values.

B ρ Optimal robust reserve Cost of
the

reserve

Protected
species

(scenario sc1)

Relative regret
(scenario sc1)

Protected
species

(scenario sc2)

Relative regret
(scenario sc2)

Maximal
relative
regret

10 0.8 z18 z23 z67 z75 10 s2 s3 s4 s10 0.2 s4 s7 s9 0.25 0.25
0.9 z22 z62 z67 z75 9 s4 s9 1/3 s4 s9 0 1/3

20 0.8 z12 z18 z22 z23 z55 z57 z61 z67 z75 20 s2 s3 s4 s7 s9 s10 1/7 s2 s3 s4 s7 s9 1/6 1/6
0.9 z18 z22 z23 z55 z57 z67 z75 z84 20 s2 s3 s4 s9 0.2 s2 s4 s7 s9 0 0.2

30 0.8 z12 z18 z22 z23 z55 z57 z61 z67 z75 z76 z87 30 s2 s3 s4 s5 s7 s8 s9
s10

1/9 s2 s3 s4 s5 s7 s8 s9 0.125 0.125

0.9 z18 z22 z23 z26 z34 z67 z75 z84 28 s2 s3 s4 s7 s9 s10 1/7 s2 s3 s4 s7 s9 1/6 1/6
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P9:7 :

max a

s.t:

P
i2Z

cixi �B ð9:7:1Þ

a� P
k2S

wk 1� Q
i2Z

1� pxikxi
� � !

x 2 Sc ð9:7:2Þ

xi 2 0; 1f g i 2 Z ð9:7:3Þ

�����������

8>>>>>>>><
>>>>>>>>:

According to constraints 9.7.2, and since the objective consists in maximizing
variable α, this variable takes, at the optimum of P9.7, the smallest of the valuesP

k2S wk 1�Qi2Z 1� pxikxi
� �� �

for x 2 Sc, each of these values being equal to the

expected weighted number of species that will survive in the selected reserve –

formed by zones zi for which variable xi is equal to 1 – in the case of scenario scω.
Using variable lxk ; k 2 S ;x 2 Sc, to designate the quantity 1�Qi2Z 1� pxikxi

� �
,

program P9.7 can be rewritten as program P9.8.

P9:8 :

max a

s.t:

P
i2Z

cixi �B ð9:8:1Þ

a� P
k2S

wklxk x 2 Sc ð9:8:2Þ

1� lxk ¼ Q
i2Z

1� pxikxi
� �

k 2 S ;x 2 Sc ð9:8:3Þ

xi 2 0; 1f g i 2 Z ð9:8:4Þ
0� lxk � 1 k 2 S ;x 2 Sc ð9:8:5Þ

�����������������

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

Note that, in any feasible solution of P9.8, the value of variable lxk represents the
probability P x

k ðRÞ where zone zi belongs to R if and only if xi = 1. Taking the
logarithm of the two members of constraints 9.8.3, we obtain the equivalent program
P9.9. Recall that it is assumed here that the probabilities pxik are all different from 1.

P9:9 :

max a

s.t:

P
i2Z

cixi �B ð9:9:1Þ

a� P
k2S

wklxk x 2 Sc ð9:9:2Þ

logð1� lxk Þ ¼
P
i2Z

xi logð1� pxikÞ k 2 S ;x 2 Sc ð9:9:3Þ

xi 2 0; 1f g i 2 Z ð9:9:4Þ
0� lxk � 1 k 2 S ;x 2 Sc ð9:9:5Þ

�����������������

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

The economic function is linear. Constraints 9.9.1 and 9.9.2 are also linear. On
the other hand, the left-hand sides of constraints 9.9.3, logð1� lxk Þ, are not linear.
We propose below a method, similar to that proposed in section 7.5 of chapter 7, for
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determining an approximate solution of P9.9 with a guarantee on the gap between
the value of this solution and the value of the optimal solution. Note that if con-
straints 9.8.5 and 9.9.5 specify, suitably for mathematical programming, that vari-
ables lxk are less than or equal to 1, these variables will in fact take a value strictly
less than 1 in any feasible solution of the corresponding program. The same applies
to programs P9.10, P9:11ðxÞ, and P9.12.

Let us first consider a relaxation of P9.9 (see chapter 7, section 7.5). The values of
variables xi of this relaxation provide a feasible solution of the problem, i.e., a set of
zones to be protected, and the optimal value of this relaxation corresponds to an
upper bound of the optimal value of the problem, i.e., the best expected weighted
number of species that will survive in the worst-case scenario. The relaxation we
consider can be interpreted as an upper approximation of the concave function
logð1� lxk Þ by a concave and piecewise linear function (see Appendix at the end of
the book). The relaxation of P9.9 is obtained by relaxing constraints 9.9.3. A relax-
ation of this inequality is obtained by replacing it by the set of linear inequalitiesP

i2Z xi logð1� pxikÞ� ð1� lxk Þ=uv þ log uv � 1,v ¼ 1;:::;V , where u1; u2;:::; uV are

constants such that 0\u1\u2\ 	 	 	\uV ¼ 1. This set of constraints is indeed a
relaxation of constraints 9.9.3 since it expresses that the quantityP

i2Z xi logð1� pxikÞ is less than or equal to the lower envelope of the V straight lines

tangent to the curve logð1� lxk Þ at the points of abscissa u1; u2;:::; uV . This relax-
ation of P9.9 is given by P9.10. As already noted in section 7.5 of chapter 7, to obtain
a good relaxation of P9.9, Vmust be large enough. However, the larger V is, the more
constraints have to be taken into account.

P9:10 :

max a

s.t:

P
i2Z

cixi �B ð9:10:1Þ

a� P
k2S

wklxk x 2 Sc ð9:10:2Þ
P
i2Z

xi logð1� pxikÞ
� ð1� lxk Þ=uv þ log uv � 1 k 2 S ;x 2 Sc; v ¼ 1;:::;V ð9:10:3Þ

xi 2 0; 1f g i 2 Z ð9:10:4Þ
0� lxk � 1 k 2 S ;x 2 Sc ð9:10:5Þ

�������������������

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

9.6.2 Reserve Respecting a Budgetary Constraint
and Minimizing the Maximal Relative Regret,
over All Scenarios, About the Expected Number
of Species, of a Given Set, that will Survive in it

As already noted in section 8.4 of chapter 8, seeking to protect a set of zones in such
a way that the value of that protection is as high as possible in the worst-case
scenario can have a significant disadvantage: if one of the scenarios is very
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“pessimistic” then the set of zones selected will essentially take account of that single
scenario. To overcome this disadvantage, we are interested here in determining
another type of optimal robust reserve, one that respects a certain budget and that
minimizes the maximal relative regret, over all scenarios, about the expected
weighted number of species that will survive in this set of zones. First, the optimal
reserve – the one that provides the largest expected weighted number of species that
will survive in a reserve of cost less than or equal to B – must be determined for each
scenario. Let R*ω be this reserve for scenario scω and E(R*ω) be the corresponding
mathematical expectation value. For scenario scω, this problem can be solved – in an
approximated way – by program P9.11(ω).

P9:11ðxÞ :

max
P
k2S

wklxk

s.t:

P
i2Z

cixi �B ð9:11x:1Þ
P
i2Z

xi logð1� pxikÞ� ð1� lxk Þ=uv
þ log uv � 1 k 2 S ; v ¼ 1;. . .;V ð9:11x:2Þ

xi 2 f0; 1g i 2 Z ð9:11x:3Þ

0� lxk � 1 k 2 S ð9:11x:4Þ

�����������������

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

The problem of determining an optimal robust reserve can then be solved – in an
approximate way – by program P9.12.

P9:12 :

min a

s.t:

P
i2Z

cixi �B ð9:12:1Þ

a�ðEðR�xÞ � P
k2S

wklxk Þ=EðR�xÞ x 2 Sc ð9:12:2Þ
P
i2Z

xi logð1� pxikÞ� ð1� lxk Þ=uv

þ log uv � 1 k 2 S ;x 2 Sc; v ¼ 1;. . .;V ð9:12:3Þ

xi 2 f0; 1g i 2 Z ð9:12:4Þ

0� lxk � 1 k 2 S ;x 2 Sc ð9:12:5Þ

����������������������

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

Example 9.1. Let us take again the instance described in figure 9.1 and assign a
weight equal to 1 to each species. Table 9.8 presents the optimal solution of program
P9.11(ω) and its characteristics, in the case of scenario sc1, for 3 values of the
available budget, 10, 20, and 30. Table 9.9 presents the optimal solution of the same
program, in the case of scenario sc2, for the same values of the available budget.
Table 9.10 presents the optimal robust solution, i.e., the one that minimizes the

Species Survival Probabilities’ Scenarios 195



TAB. 9.8 – Description of the optimal solutions of P9.11(1) (scenario sc1) for three values of the available budget, B.

B Selected reserve (R*1) Cost of the
reserve

Expected weighted
number of protected
species (E(R*1))

Upper bound
(opt. val. of P9.11(1))

10 z14 z18 z22 z67 10 4.80 4.80
20 z14 z15 z16 z18 z22 z55 z57 z67 20 7.38 7.38
30 z14 z15 z16 z18 z22 z55 z56 z57 z62 z67 30 8.18 8.18

TAB. 9.9 – Description of the optimal solutions of P9.11(2) (scenario sc2) for three values of the available budget, B.

B Selected reserve (R*2) Cost of the
reserve

Expected weighted
number of protected
species (E(R*2))

Upper bound
(opt. val. of P9.11(2))

10 z23 z55 z57 z84 10 4.50 4.50
20 z14 z15 z22 z23 z55 z57 z75 z84 20 6.29 6.29
30 z14 z15 z18 z22 z23 z55 z57 z75 z83 z84 30 7.55 7.55

TAB. 9.10 – Description of the optimal solutions of P9.12 (determination of robust reserves) for three values of the available budget, B.

B Optimal robust reserve Cost of
the

reserve

Expected weighted
number of protected
species in the case of

scenario sc1

Expected weighted
number of protected
species in the case of

scenario sc2

Maximal
regret

Optimal
value of
P9.12

10 z15 z22 z23 z55 z57 z67 10 4.60 4.22 0.06 0.06
20 z14 z15 z16 z18 z22 z23 z67 z75 20 7.16 6.05 0.04 0.04
30 z14 z15 z16 z18 z22 z23 z55 z57 z67 z75 z84 29 8.06 7.32 0.03 0.03

196
D
esigning

P
rotected

A
rea

N
etw

orks



maximal relative regret, over all scenarios, regarding the expected weighted number
of species that will survive. This optimal robust solution is determined by solving
program P9.12 in which the quantities EðR�xÞ, ω = 1,2, are set to the values pre-
sented in tables 9.8 and 9.9.
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Chapter 10

Phylogenetic Diversity

10.1 Introduction
The rate of biodiversity loss is increasing. If it is not slowed down, this phenomenon
will have disastrous consequences in many sectors. Numerous projects are currently
being developed to try to remedy this situation. In order to carry out these projects,
precise measurements of biodiversity are necessary, especially to be able to focus on
the most effective strategies, since the resources are of course limited. The simple
measures that are commonly used are the species richness and species abundance of
a zone. The former refers to the number of species and the latter to the number of
individuals of each species. These criteria have been used extensively in the previous
chapters, but many authors consider that protected areas could considerably
increase their effectiveness by taking into account other criteria. An interesting
measure for assessing a set of species from a biodiversity perspective, and which is
increasingly used in the field of conservation, is “phylogenetic diversity” (PD). This
is based on the notion of a phylogenetic tree associated with the set of species under
consideration and reflects the evolutionary history of these species. Some experts
consider the rate of phylogenetic diversity loss to be even greater than the rate of
species diversity loss. There are different ways of defining phylogenetic diversity.
Here we adopt Faith’s definition (1992a): the phylogenetic diversity of a set of
species is equal to the sum of the lengths of the branches of the phylogenetic tree
associated with that set. This measure is a good reflection of the evolutionary
history of the set of species considered and has been much studied in the biological
conservation literature.

10.2 Phylogenetic Tree
A phylogenetic tree is a tree, in the sense of graph theory (see appendix at the end of
the book). It can be defined, for example, as a connected graph without cycles. It is
composed, on the one hand, of internal vertices and, on the other hand, of leaves that
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represent the species – there is a one-to-one correspondence between the leaves of the
tree and the species under consideration. Some trees have a root, others do not. Here
we are interested in trees with a root. In such trees, there is an implicit orientation of
the branches from the root to the leaves. These phylogenetic trees can, therefore, be
considered as arborescences, in the sense of graph theory (see appendix at the end of
the book), each branch of the tree being in fact an arc with an initial and a terminal
end. Thus, the course of a path, from the root to a leaf, follows the arcs of this path
from their initial end to their terminal end. Throughout this chapter, we will use the
terms phylogenetic “tree” and “branch” or “arc”. Each branch of the tree has a value
associated with it, called the branch length. This length reflects the accumulation of
evolutionary changes that have occurred from the initial end of the branch to its
terminal end or, more simply, the elapsed time. In the case where it reflects evolu-
tionary changes, these are related to particular characteristics, morphological or
molecular, chosen to construct the tree. In a phylogenetic tree, an internal vertex has
all the characteristics common to all its descendants. This internal vertex can be
considered as a common ancestor for all its descendants. In summary, the length of a
branch provides an overall indicator of the amount of evolution that has taken place
between its two ends. Throughout this chapter, a phylogenetic tree will be repre-
sented by the quadruplet ðV ;A;S ; kÞ where V is the set of vertices, A ¼ fa1;. . .; arg,
the set of arcs – also called branches –, S ¼ fs1;. . .; smg, the set of leaves – the
species – and k ¼ fk1;. . .; krg, the set of branch lengths. We denote by A the set of
indices of the arcs and S the set of indices of the species. Thus, A ¼ f1;. . .; rg and
S ¼ f1;. . .;mg.

A tree is said to be ultrametric if the lengths of all the paths connecting the root
to a leaf – a species – are identical. Recall that, by definition, the length of a path is
equal to the sum of the lengths of the arcs composing it. For example, a phylogenetic
tree in which the length of the branches represents the elapsed time is ultrametric.
Figure 10.1 gives two slightly different representations of an ultrametric phyloge-
netic tree. Figure 10.2 shows a non-ultrametric tree. In all the cases, the length of a
branch reflects the extent of evolutionary changes that have occurred between the
two ends of the branch.

10.3 Phylogenetic Diversity (PD)
The phylogenetic diversity (PD) of a set of species, S, is equal to the sum of the
lengths of the branches of the phylogenetic tree associated with that set. The phy-
logenetic diversity of a subset of species, Ŝ�S , is equal to the sum of the lengths of the
branches of the smallest sub-tree – of the phylogenetic tree associated with S – which
links all the species of this subset as well as the root of the tree. In other words, the
phylogenetic diversity of Ŝ is equal to the sum of the lengths of the branches for
which there is at least one path from the terminal end of that branch to one of the
species of Ŝ . Figures 10.3 and 10.4 illustrate this notion of phylogenetic diversity.

Let S be a set of species, and S1 and S2 two subsets of S. The phylogenetic
diversity criterion implies that the set S1 is more “interesting” than the set S2 – from
the biodiversity point of view – if the phylogenetic diversity of S1 is greater than that
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FIG. 10.1 – Two slightly different representations of a hypothetical ultrametric phylogenetic
tree with 7 species and 10 branches. The length of each branch is indicated next to the
branches. In representation (b) the lengths of the segments representing the branches are
proportional to the lengths of the branches.
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of S2. Indeed, in this case, the evolutionary history accumulated by the set of species
S1 is greater than that accumulated by the set of species S2, and the biodiversity
associated with S1 is then considered to be greater than that associated with S2. In
other words, the disappearance of a species with a long evolutionary history – a
species linked to the tree root by a long path – and few living related species, would
cause more biodiversity loss than the disappearance of a recently appeared species
with living related species. Consider, for example, figure 10.3 and the 7 associated
living species. The loss of species s1 is estimated to be more detrimental to

    root        

            2 

     3        

              
6        2     
          4  5  

  4  5          
s1     3  2    s6   

  s2       s5     s7 
    s3   s4    

FIG. 10.2 – A hypothetical, non-ultrametric phylogenetic tree with 7 species and 10 branches.
The length of each branch is indicated next to the branches. In this figure, the lengths of the
segments representing the branches are proportional to the lengths of the branches.

    root        
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     3        
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          6  6  
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      3  3      

              

 s1  s2  s3 s4 s5  s6  s7 

FIG. 10.3 – A hypothetical phylogenetic tree – ultrametric – associated with 7 species, s1,
s2,…, s7; it has 10 branches. The length of each branch is indicated next to the branch. The
phylogenetic diversity of the complete set of species, {s1,…, s7}, is equal to 43. The phylo-
genetic diversity of the subset of species {s3, s4, s7} is 21 and the 6 branches involved in its
calculation are shown in bold.
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biodiversity than the loss of species s4. Indeed, the disappearance of s1 results in the
loss of 8 evolutionary time units while the disappearance of s4 results in the loss of
only 3 – assuming that s5 survives.

Note that the problem of determining, knowing the phylogenetic tree associated
with a set of species S = {s1, s2,…, sm}, a subset of species, Ŝ�S , of given cardinal
and maximal PD can be easily solved by a greedy algorithm. This algorithm starts
with an empty set, Ŝ , then consists in enriching Ŝ by progressively adding the
species, one after the other. At each step of this algorithm, species s that maximizes
the PD of the set of species Ŝ [fsg is added to the already obtained set Ŝ until the
set Ŝ contains the desired number of species. Let us apply this algorithm to the set of
species in figure 10.3 to determine a subset of 4 species of maximal PD. This yields,
for example, the 4 species s1, s2, s6, and s7, and the PD of this set is 30. Figure 10.5
shows the phylogenetic tree associated with 13 species of otters (Lutrinae), s1, s2,
…, s13, constructed from the data in (Bininda-Edmonds et al., 1999). This tree has
21 branches or arcs, a1, a2,…, a21, and 8 internal nodes, i1, i2,…, i8. The lengths of
the branches are given next to them, in millions of years. Which are the 5 species of
otters – among the 13 considered – of maximal PD? The greedy algorithm provides
the set {s1, s2, s5, s8, s10} of PD 46.6.

10.4 Expected Phylogenetic Diversity (ePD)

10.4.1 Definition

Let us consider a phylogenetic tree associated with a set of species S = {s1,
s2,…, sm} and, to each species sk of this set, let us associate a survival probability

root 
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          4  5  

  4  5          
s1     3  2  s6   

  s2      s5   s7 
  s3  s4    

FIG. 10.4 – A hypothetical, non-ultrametric phylogenetic tree, associated with 7 species
s1, s2,…, s7; it has 10 branches. The length of each branch is indicated next to the branch. The
phylogenetic diversity of the complete set of species, {s1,…, s7}, is equal to 36. The phylo-
genetic diversity of the subset of species {s2, s4, s6} is equal to 18 and the 6 branches involved
in its calculation are shown in bold.
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denoted by pk. It is assumed here that all these probabilities are independent of each
other. Note that these probabilities are often difficult to estimate. The expected
phylogenetic diversity (ePD) of this set of species is, by definition, the sum, on all the
branches of the associated phylogenetic tree, of the probabilities that the informa-
tion represented by this branch is retained, multiplied by the length of the branch.
Species sk is said to be located under branch al if and only if there is a path from the
terminal end of al to species sk, and the set of species under branch al is denoted by
Fl. The probability that the information represented by branch al is retained, until a
certain date, is equal to the probability that at least one of the species of Fl will
survive until that date. Indeed, all the species of Fl retain the evolutionary history
represented by branch al. The probability that the information represented by
branch al is lost is, therefore, equal to

Q
k2Fl

ð1� pkÞ and the probability that the

information represented by branch al is retained is, therefore, equal to 1�Q
k2Fl

ð1� pkÞ where Fl denotes the set of indices of the species located under the
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FIG. 10.5 – An ultrametric phylogenetic tree associated with 13 species of otters s1, s2,…, s13;
it has 21 branches. The length of each branch is indicated next to the branch. The length of
the segments representing the branches is proportional to the length of the branches, i.e., the
elapsed time. The PD of the set of species s1, s2, s5, s8, and s10 is equal to 46.6. It is a set of 5
species of maximal PD.
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arc al. Finally, the expected phylogenetic diversity of a set of species is equal toP
l2A k lð1�

Q
k2Fl

ð1� pkÞÞ where A is the set of branches of the phylogenetic tree

associated with these species and A is the set of corresponding indices. Regarding
the probabilities of retaining the information associated with the tree branches,
taking into account the survival of the species, we will use, for each branch al, the
following 3 notations in everything that follows:

rl : probability that the information associated with branch al is not retained;
r̂l : logarithm of the probability that the information associated with branch al is

not retained ðr̂l ¼ log rlÞ;
~rl : an approximation of the probability that the information associated with

branch al is not retained, i.e., of rl .
In order to measure the trend of phylogenetic diversity of a set of species to

dispersal around its mathematical expectation, one can look at the variance of
phylogenetic diversity of this set. Let us denote by bðlÞ the set of indices of branches
below branch al. Branch al’ is said to be located below branch al if and only if there is
a path from the terminal end of al to the initial end of al’. The variance of phylo-
genetic diversity of the set of species associated with the tree whose set of branches is
A can be written as:

X
l2A

k2l rlð1� rlÞþ
X

ðl;l 0Þ 2A2: l 02bðlÞ
2klkl 0 ð1� rl 0 Þrl :

This expression is established without difficulty using the following classical
property concerning the variance of a sum of random variables: if X is a random
variable equal to the sum of n random variables X1, X2,…, Xn, the variance of X is
equal to

Pn
i¼1 VarðXiÞþ 2

Pn�1
i¼1

Pn
j¼iþ 1 ½EspðXiXjÞ � EspðXiÞEspðXjÞ� where Var

(α) designates the variance of the random variable α and Esp(α), its mathematical
expectation. Note that if Xi and Xj are independent, then EspðXiXjÞ ¼
EspðXiÞEspðXjÞ. In the case of the random variable representing phylogenetic
diversity, the random variables associated with branches al and al’ are independent if
and only if l 62 bðl 0Þ and l 0 62 bðlÞ. An example of a detailed calculation of the vari-
ance of phylogenetic diversity of a set of species is presented in section 10.6.4.

10.4.2 Example

Let us take again the phylogenetic tree of figure 10.1b and suppose that the 7 species
concerned are more or less threatened. Let us associate a survival probability with
each of these species (figure 10.6).

To quantify, in this example, the survival probabilities of species, we inspired
ourselves from the definition of the 5 categories of threatened species defined by the
International Union for the Conservation of Nature (IUCN): Critically Endangered
(CR), Endangered (EN), Vulnerable (VU), Near Threatened (NT), Least Concern
(LC). Table 10.1 gives, for each category, an interval within which we consider the
survival probability may lie. The survival probabilities finally retained for the 7
species are shown in figure 10.6.
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Many problems arise regarding the selection of protected zones for the protection
of species when the criterion of phylogenetic diversity or the criterion of expected
phylogenetic diversity is used. Some of these problems are discussed later in the
chapter (sections 10.7–10.10). A basic problem concerning the selection of species to
be protected in order to maximise the resulting ePD, without consideration of zones
to be protected, is presented first in section 10.5. We then present a generalization of
this problem in section 10.6.

    root        

a1     a2       a3 

8      3      2  

              

        a6 a9  a10  
        2  6  6  

  a4  a5  a7  a8      
  5  5  3  3      

              

   s1   s2 s3   s4    s5   s6    s7 
   0.6 
   (EN) 

  0.3 
  (CR) 

0.4 
(CR) 

  0.85 
  (VU) 

   0.1 
  (CR) 

  0.97 
   (LC) 

   0.92 
    (NT) 

FIG. 10.6 – A hypothetical phylogenetic tree (ultrametric) associated with 7 species
s1,s2,…, s7; it has 10 branches, a1,…, a10. The length of each branch is indicated next to the
branch. For each species, the hypothetical IUCN category to which it belongs (see table 10.1)
as well as its survival probability is indicated below each species. The ePD associated with the
7 species s1,…, s7 is equal to 29.0451 (see table 10.2 for details of the calculation). The
associated variance is equal to 37.6194.

TAB. 10.1 – Hypothetical possible values of survival
probabilities for each of the 5 categories of threatened
species defined by IUCN.

Category Interval of survival
probabilities

CR (Critically
Endangered)

[0, 0.50]

EN (Endangered) [0.50, 0.80]
VU (Vulnerable) [0.80, 0.90]
NT (Near Threatened) [0.90, 0.95]
LC (Least Concern) [0.95, 1]

206 Designing Protected Area Networks



10.5 Noah’s Ark Problem

10.5.1 Definition

In this problem, we consider a set of species for which we know the survival prob-
abilities. The carrying out of certain conservation actions can increase these prob-
abilities but these actions have a cost. The problem is to allocate resources – thus
increasing the survival probability of certain species – as efficiently as possible.
Effectiveness is measured by the expected phylogenetic diversity of the set of species
under consideration that is obtained as a result of the conservation actions carried
out. Let us consider the phylogenetic tree associated with the set of species
S = {s1, s2,…, sm} and let us denote by /1

k the initial survival probability of species
sk, k 2 S ¼ f1;. . .;mg. As mentioned, it is assumed that certain actions can influence
the survival probability of the species. For example, it is possible to increase the
survival probability of species sk, from /1

k to a higher value, /2
k , but this has a cost,

denoted by ak. The problem considered here – known as the “Noah’s Ark problem”
in the biological conservation literature – consists in choosing the species whose
survival probability will be increased in order to maximize the expected PD asso-
ciated with the set of species under consideration while respecting a budgetary
constraint. In some versions of this problem /1

k ¼ 0 for all k 2 S . As mentioned
above, survival probabilities are difficult to estimate in general. The same is even
more true for estimating these probabilities in view of the protection actions
undertaken.

TAB. 10.2 – Detail of the calculation of the expected phylogenetic diversity of the set of
species {s1,…, s7} in figure 10.6.

Branch Probability of keeping the information
represented by the branch

Branch
length

Branch contribution
to the value of ePD

a1 0.6 8 4.8
a2 1−(1−0.3)(1−0.4)(1−0.85)

(1−0.1) = 0.9433
3 2.8299

a3 1−(1−0.97)(1−0.92) = 0.9976 2 1.9952
a4 0.3 5 1.5
a5 0.4 5 2.0
a6 1−(1−0.85)(1−0.1) = 0.865 2 1.73
a7 0.85 3 2.55
a8 0.1 3 0.3
a9 0.97 6 5.82
a10 0.92 6 5.52
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10.5.2 Mathematical Programming Formulation

Let tk be a Boolean variable which is equal to 1 if and only if we decide to increase
the survival probability of species sk, which costs αk. The survival probability of
species sk is expressed, as a function of variables tk, by tk/

2
k þð1� tkÞ/1

k. The
extinction probability of species sk is therefore equal to 1� tk/

2
k � ð1� tkÞ/1

k . It is
deduced that the probability that the information associated with the arc al is kept is
equal to 1�Qk2Fl

ð1� tk/
2
k � ð1� tkÞ/1

kÞ, and finally that the expected PD –

expressed as a function of variables tk – is equal to
P

l2A klð1�
Q

k2Fl

ð1� tk/
2
k � ð1� tkÞ/1

kÞ. The solution of Noah’s Ark problem can, therefore, be
obtained by solving the mathematical program in Boolean variables P10.1.

P10:1 :

max
P
l2A

kl 1� Q
k2Fl

1� tk/
2
k � ð1� tkÞ/1

k

� � !

s.t:

P
k2S

aktk �B ð10:1:1Þ

tk 2 0; 1f g k 2 S ð10:1:2Þ

������

8>>>>>><
>>>>>>:

Program P10.1 consists of maximizing a non-linear economic function subject to a
linear constraint. The economic function expresses the ePD of the set of species
considered, taking into account the conservation actions decided on. Constraint
10.1.1 expresses that the total cost of these actions must not exceed the available
budget, B. We give below the mixed-integer linear program P10.2 which allows to
determine both an approximate solution of Noah’s Ark problem and an upper
bound of the optimal value of this problem. We comment briefly on program P10.2

but, for a more detailed explanation of the technique used to construct this program,
the reader may refer to section 7.5 of chapter 7 and also to sections 10.8.2. and
10.8.3 of this chapter which deals with a closely related problem. The method of
section 10.8.3 can indeed easily be extended to solving Noah’s Ark problem, i.e., to
solving P10.1. The set of pending arcs of the phylogenetic tree under consideration,
i.e., the set of arcs whose terminal end represents a species, is designated by Ap. The
set of corresponding indices is designated by Ap. For any pending arc al of the tree,
ext(l) designates the index of the species associated with the terminal end of this arc.

P10:2 :

max
P

l2A�Ap

klð1� ~rlÞþ
P

l2Ap; k¼ extðlÞ
kl ½/2

ktk þ/1
kð1� tkÞ�

s.t:

P
k2S

aktk �B ð10:2:1Þ

r̂l � ~rl
uv

þ log uv � 1 l 2 A� Ap; v ¼ 1;. . .;V ð10:2:2Þ
r̂l ¼

P
j2Asl

r̂j l 2 A� Ap ð10:2:3Þ

r̂l ¼ logð1� /2
kÞtk þ logð1� /1

kÞð1� tkÞ l 2 Ap; k ¼ extðlÞ ð10:2:4Þ
tk 2 0; 1f g k 2 S ð10:2:5Þ
~rl � 0; r̂l � 0 l 2 A� Ap ð10:2:6Þ

�������������������

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:
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The variable, real and negative or null, r̂l represents the logarithm of the
probability that the information associated with the arc al is lost and the variable,
real, positive or null and less than or equal to 1, ~rl represents an approximation of
this probability. The first part of the economic function expresses an approximate
value of the contribution of the non-pending arcs to the ePD and the second part
expresses the contribution of the pending arcs. Constraint 10.2.1 expresses the
budget constraint. Constraint 10.2.2 makes it possible to obtain, for each non
pending arc al of the tree, the value of ~rl knowing the value of r̂l . The coefficients
u1, u2,…, uV are real numbers such that 0\u1\u2\� � �\uV ¼ 1. Asl designates
the set of arcs whose initial end coincides with the terminal end of the arc al and Asl
designates the set of corresponding indices. Constraints 10.2.3 express, for each non
pending arc al of the tree, that the logarithm of the probability that the information
associated with this arc is lost (r̂l) is equal to the sum, over all the successor arcs of
al, of the logarithms of the probabilities that the information associated with these
arcs is lost. Constraints 10.2.4 express, for any pending arc in the tree, the logarithm
of the probability that the information associated with that arc is lost. Constraints
10.2.5 and 10.2.6 specify the nature of the variables.

10.5.3 Remarks

10.5.3.1 Special Cases Where Noah’s Ark Problem can be Solved
by a Greedy Algorithm

Some special cases of the problem of selecting a subset of species to be protected,
Ŝ�S ¼ fs1; s2;. . .; smg, of a given cardinal, in order to maximize the expected phy-
logenetic diversity of the species of S, can be easily solved by a greedy algorithm. Let
us consider two such cases. In both cases, the survival probability of unprotected
species is equal to /1

k , k 2 S . In the first case, the survival probability of protected
species is equal to 1 and in the second case, this probability is equal to 1� qð1� /1

kÞ,
k 2 S , ρ being a multiplying coefficient independent of k and ranging between 0 and
1. In both cases, the algorithm starts with an empty set, Ŝ , then consists in enriching
Ŝ by progressively adding to it the species, one after the other. At each step of this
algorithm, species s that maximizes the ePD of the set of species Ŝ [fsg is added to
the already obtained set Ŝ until the set Ŝ contains the desired number of species.

10.5.3.2 Influence of the Initial Survival Probability Values

Consider the general problem of choosing, from a set of threatened species, S, a
subset of species, Ŝ , of a given cardinal, whose protection maximizes the resulting
ePD of S. Here we consider that the survival of the protected species is assured,
whereas this is not the case for the unprotected species. Thus, the survival proba-
bility of all protected species is equal to 1 and that of unprotected species is known
and equal to pk for species sk. As we have seen in section 10.5.3.1, the problem is easy
to solve by a greedy algorithm. This algorithm starts with an empty set, Ŝ , and then
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consists in enriching Ŝ by progressively adding species to it, one after the other. At
each step of this algorithm, species s that maximizes the PD of the set of species
Ŝ [fsg is added to the already obtained set Ŝ until the set Ŝ contains the desired
number of species. The difficulty with this problem is that the extinction proba-
bilities of the different species are difficult to quantify. We found that the choice of
the precise value assigned to the extinction probability of each species is not as
important as one might think – for the problem under consideration. However, this
choice should follow the natural rule: if species sk is more threatened than species sj
then the extinction probability of species sk should be larger than the extinction
probability of species sj. For example, the species concerned can be considered to be
divided into categories corresponding to more or less threatened species as is done in
the IUCN Red List (Critically Endangered, Endangered, Vulnerable, Near
Threatened, Least Concern). We found in our experiments that the values of these
probabilities have a significant influence on the set of species that are selected for
protection but little influence on the resulting ePD. Specifically, if S1� and S2� are
the two optimal subsets of species selected for protection corresponding to two
different scenarios – two different sets of extinction probabilities – the ePDs of S1�

and S2� calculated with the probabilities of scenario sc1 – or with the probabilities of
scenario sc2 – are not very different. We have randomly generated 10,000 different
instances of the problem in the following way:

– A phylogenetic tree, T, is generated. The number of non-leaf nodes of T is ran-
domly and uniformly generated between 50 and 1,000;

– The length of each branch of T is randomly and uniformly generated in a set of
possible values;

– Two sets of extinction probabilities (corresponding to two hypothetical scenar-
ios) are randomly and uniformly generated in a set of possible values for the
species associated with T;

– The maximum number of species that can be protected is equal to the greatest
integral number less than or equal to ρ multiplied by the number of species of T,
and ρ is randomly and uniformly generated from the set {0.1, 0.2, 0.3, 0.4, 0.5}.

For each of these instances, we calculated the optimal set of species to be pro-
tected in scenario scω, Sx�;x ¼ 1; 2, and then the two relative gaps gap1 and gap2

defined below. For each subset Ŝ of S and for each scenario scω, we denote by
ePDxðS ; ŜÞ the ePD of S generated by the protection of the species of Ŝ and cal-
culated with the probabilities of scenario scω. We are first interested in the case
where a decision is made to protect the species of S1� and we calculate the resulting
ePD with the two sets of probabilities, i.e., ePD1ðS ; S1�Þ and ePD2ðS ; S1�Þ. We then
consider the case where it is decided to protect the species from S2� and calculate the
resulting ePD using both sets of probabilities, i.e., ePD1ðS ; S2�Þ and ePD2ðS ; S2�Þ.
We then compute the two relative gaps gap1 and gap2:
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gap1 ¼ [ePD1ðS ; S1�Þ � ePD1ðS ; S2�)]/ePD1ðS ; S1�Þ

gap2 ¼ [ePD2ðS ; S2�Þ � ePD2ðS ; S1�)]/ePD2ðS ; S2�Þ:
The first of these gaps provides the relative error if scenario sc1 occurs when the

choice of the species to be protected has been optimized based on scenario sc2.
Conversely, the second relative gap provides the relative error if scenario sc2 occurs
when the choice of the species to be protected has been optimized based on scenario
sc1. We have thus calculated gap1 and gap2 for the 10,000 instances considered and
the largest gap obtained – among the 20,000 calculated – is equal to 2.6%. Let S1�

and S2� be the two optimal subsets associated with the instance corresponding to
the largest relative gap. The cardinal of the intersection of these two sets,
S1� \ S2��� ��, divided by the cardinal of the union of these two sets, S�1 [ S�2�� ��, is
equal to 0.3. The two sets S1� and S2� corresponding to the largest relative gap are
thus very different since their intersection includes only 30% of the species concerned
by S1� or S2�.

10.6 The Generalized Noah’s Ark Problem

10.6.1 Definition

In this generalisation, Pk different conservation policies can be envisaged for each
species sk, k 2 S . The policy π, p 2 f1;. . .;Pkg, applied to species sk consists in
allocating a certain quantity of monetary units, denoted by apk, to the protection of
this species, which leads to a certain survival probability of this same species, noted
/p
k . The cost a

1
k is equal to 0 and the probability /1

k therefore corresponds to the case
where no action is carried out for the protection of species sk. Note that, in this
model, the amount invested in the protection of a species must belong to a finite and
predetermined set of values. It is not possible to invest any amount. The problem is
to determine the conservation strategy – the conservation policy to be applied to
each species – that maximises the expected phylogenetic diversity of the set of
species under consideration, while respecting a budgetary constraint.

10.6.2 Mathematical Programming Formulation

Using the Boolean variables tpk that are equal to 1 if and only if the conservation
policy π is applied to species sk, the generalized Noah’s Ark problem can be for-
mulated as the mathematical program in Boolean variables P10.3.
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P10:3 :

max
P
l2A

kl 1� Q
k2Fl

ð1� PPk

p¼1
up
k t

p
k Þ

 !

s.t:

P
k2S

PPk

p¼1
apk t

p
k �B ð10:3:1Þ

PPk

p¼1
tpk ¼ 1 k 2 S ð10:3:2Þ

tpk 2 0; 1f g k 2 S ; p ¼ 1;. . .;Pk ð10:3:3Þ

������������

8>>>>>>>>>>>><
>>>>>>>>>>>>:

The economic function of P10.3 represents the expected phylogenetic diversity,
taking into account the chosen conservation strategy. Constraint 10.3.1 expresses
the budgetary constraint. Constraint 10.3.2 expresses that one and only one con-
servation policy must be applied to each species. This program is difficult to resolve
because of the non-linearity of the economic function. In the following section, we
present a method for obtaining a solution to the problem that is close to the optimal
solution.

10.6.3 Resolution

We give below the mixed-integer linear program P10.4 which allows the determina-
tion of an approximate solution of the generalized Noah’s Ark problem as well as an
upper bound of the optimal value of this problem.

P10:4 :

max
P

l2A�Ap

klð1� ~rlÞþ
P

l2Ap; k¼ extðlÞ
kl

PPk

p¼1
ppk t

p
k

s.t:

P
k2S

PPk

p¼1
apk t

p
k �B ð10:4:1Þ

PPk

p¼1
tpk ¼ 1 k 2 S ð10:4:2Þ

~rl
uv

þ log uv � 1� r̂l l 2 A� Ap; v ¼ 1;. . .;V ð10:4:3Þ

r̂l ¼
P
j2Asl

r̂j l 2 A� Ap ð10:4:4Þ

r̂l ¼
PPk

p¼1
logð1� up

k Þtpk l 2 Ap; k ¼ extðlÞ ð10:4:5Þ
tpk 2 0; 1f g k 2 S ; p ¼ 1;. . .;Pk ð10:4:6Þ
~rl � 0 l 2 A� Ap ð10:4:7Þ
r̂l � 0 l 2 A� Ap ð10:4:8Þ

��������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

We quickly comment on this program which has many similarities with program
P10.2. As for P10.2, for more detailed explanations, the reader can refer to
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sections 10.8.2 and 10.8.3 of this chapter which presents an effective method of
solving a closely related problem. Indeed, this method can easily be extended to the
solution of the generalized Noah’s Ark problem, i.e., to the solution of P10.3. Vari-
ables ~rl and r̂l have the same meaning as in P10.2. The first part of the economic
function expresses an approximation of the contribution of the non-pending arcs to
the ePD and the second part expresses the contribution of the pending arcs. Con-
straint 10.4.1 expresses the budget constraint. Constraints 10.4.2 express the fact
that for each species sk, one, and only one, of thePk possible protection policies must
be chosen. Constraints 10.4.3 and 10.4.4 are identical, respectively, to constraints
10.2.2 and 10.2.3 of P10.2. Constraints 10.4.5 express, for any pending arc in the tree,
the logarithm of the probability that the information associated with that arc will be
lost. Constraints 10.4.6, 10.4.7, and 10.4.8 specify the nature of the variables.

Note that in the generalized Noah’s Ark problem the survival probabilities as
well as the costs can be completely arbitrary. They can be very different from one
species to another and no assumptions are needed about the relationship between
the survival probability of a species and the amount of resources devoted to its
protection. Nor is there any assumption about the structure of the tree or the length
of its branches. The only limitation of the model is the ability to define, for each
species sk, a set of conservation policies, the cost of each policy and the associated
survival probabilities. This model is therefore very general. Some authors have
considered a situation, a priori less realistic, in which the survival probability of
species sk is expressed as a function of any amount of resources, b, devoted to the
protection of this species, i.e., by a function fkðbÞ.

10.6.4 Example

Figure 10.7 shows a hypothetical phylogenetic tree with a root, r, two internal
vertices, i1 and i2, 6 branches, a1, a2, a3, a4, a5, and a6, and 4 species, s1, s2, s3, and
s4. The length of each branch and, for each species, the possible conservation policies
with their associated costs are shown in the figure. For example, 3 conservation
policies are possible for species s2. The first is to do nothing, costs 0 and corresponds
to a survival probability of 0.3. The second increases the survival probability from
0.3 to 0.6 and costs 3 units, and the third increases the survival probability to 0.9
and costs 6.2 units. Assume that the total budget available is equal to 16.5 units and
consider protection policies 1, 3, 2, and 3 for species s1, s2, s3, and s4, respectively.
The total conservation cost in this case is equal to 0 + 6.2 + 2 + 8 = 16.2 units and
the expected PD is equal to

ð10:5	 0:5Þþ ð4:2	 ð1� 0:1	 0:8	 0:1ÞÞþ ð6:3	 0:9Þþ ð4	 ð1� 0:8	 0:1ÞÞ
þ ð7	 0:2Þþ ð5:1	 0:9Þ ¼ 24:7564:

The variance of the PD is 47.4975 (see section 10.4.1). The details of the cal-
culation of this variance are presented in table 10.3.
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FIG. 10.7 – A hypothetical phylogenetic tree associated with the 4 species s1, s2, s3, and s4.
The branch lengths and the various possible conservation policies – survival probabilities and
associated costs – are shown in the figure. For example, 3 conservation policies are possible for
species s2. They cost 0, 3 and 6.2 units and correspond to survival probabilities of 0.3, 0.6, and
0.9, respectively.

TAB. 10.3 – Calculation of the variance of the phylogenetic diversity of the set of species,
s1, s2, s3, and s4 in figure 10.7 when their survival probabilities are 0.5, 0.9, 0.2, and 0.9,
respectively.

Branch
(al)

Probability of
keeping the
associated
information
(1� rl)

Branch
length
(kl)

k2l ð1� rlÞrl ðl; l 0Þ 2 A2 :
l 0 2 bðlÞ

2klkl 0 ð1� rl 0 Þrl

a1 0.5 10.5 27.5625 (2, 4) 0.2473
a2 0.992 4.2 0.1400 (2, 3) 0.3810
a3 0.9 6.3 3.5721 (2, 5) 0.0941
a4 0.92 4 1.1776 (2, 6) 0.3084
a5 0.2 7 7.8400 (4, 5) 0.8960
a6 0.9 5.1 2.3409 (4, 6) 2.9376

Total 42.6331 4.8644
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10.7 Reserve Maximizing the PD of the Species
of a Given Set Present in It

10.7.1 The Problem

We are interested here in a set of zones susceptible to protection, Z = {z1, z2,…, zn},
and in a set of species living on these zones, S = {s1, s2,…, sm}. The problem con-
sidered is to select a subset of zones to be protected – a reserve – under a budgetary
constraint, so as to maximize the phylogenetic diversity of the species present in
these zones. It is thus assumed that the protection of a zone allows for the protection
of a given set of species. This can be interpreted in the following way: the protection
of a zone ensures the conservation of the species living there and, on the contrary,
the species present in an unprotected zone will disappear from that zone. This
situation occurs when the unprotected zones are completely “lost” from a conser-
vation point of view, at least for some species, which may be the case, for example,
when these zones become urban or agricultural zones. The data for the problem are:

– A set of zones that can be protected.
– For each zone, the list of species that are protected as a result of the protection of

that zone.
– The cost of protecting each zone.
– The total budget available.
– The phylogenetic tree of the species concerned – vertices, arcs and arc lengths.

Note that it is possible that the protection of a subset of zones may lead to the
protection of all the species under consideration. This is because some zones may
host several species and some species may occur in several zones. If, given the
budget, it is possible to protect a subset of zones that allows for the protection of all
the species considered, this is the optimal solution to the problem. The PD associ-
ated with a zone can be defined as the PD of the set of species that live there.
Clearly, the PD associated with a set of zones is not the sum of the PD associated
with each zone in the set. In other words, if R is a subset of zones, the PD of R is
equal to the PD of the union of the sets of species living in each of the zones of R.

10.7.2 Mathematical Programming Formulation

Let xi be the Boolean variable which is equal to 1 if and only if zone zi is selected to
be protected and yk be the Boolean variable which is equal to 1 if and only if species
sk is present on one of the protected zones. The first thing to do is to express the
phylogenetic diversity of the protected species, i.e., to express this phylogenetic
diversity as a function of variables yk. To do this, we introduce an additional Boolean
variable tl which is equal to 1 if and only if arc al contributes to the calculation of the
global phylogenetic diversity. This is the case if and only if there is a path from the
terminal end of al to at least one of the protected species, i.e., to at least one species
sk for which variable yk takes the value 1. We can therefore express tl as a function of
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variables yk as follows: tl ¼ minfPk2Fl
yk ; 1g where Fl designates the set of indices

of the leaves – the species – of the tree that can be reached by a path starting from
the terminal end of al. The problem posed can then be solved by the linear program
in Boolean variables P10.5.

P10:5 :

max
P
l2A

kl tl

s.t:

P
i2Z

cixi �B ð10:5:1Þ j xi 2 f0; 1g i 2 Z ð10:5:4Þ

tl �
P
k2Fl

yk l 2 A ð10:5:2Þ j yk 2 f0; 1g k 2 S ð10:5:5Þ

yk �
P
i2Zk

xi k 2 S ð10:5:3Þ j tl 2 f0; 1g l 2 A ð10:5:6Þ

�����������

8>>>>>>>>>><
>>>>>>>>>>:

Zk refers to the set of zones where species sk lives and we assume, for example,
that the protection of at least one zone of Zk ensures the survival of species sk. Zk
refers to the set of indices of zones of Zk. The economic function expresses the sum of
the lengths of the arcs whose information is retained taking into account the pro-
tected species and thus the phylogenetic diversity of these species. Constraint 10.5.1
expresses the budgetary constraint. According to constraint 10.5.2, the Boolean
variable tl can take the value 1 if and only if at least one of the leaves that can be
reached from the terminal end of arc al corresponds to a protected species. In fact,
given the economic function to be maximized, this variable necessarily takes the
value 1 – at the optimum – if it can. It therefore reflects the fact that the information
associated with arc al should be retained if and only if one of the protected species
can be reached from that arc. According to constraints 10.5.3 variable yk can take
the value 1 if and only if one of the zones where species sk lives is protected. Con-
straints 10.5.4, 10.5.5, and 10.5.6 specify the Boolean nature of the variables.

10.7.3 Example

Consider a set of 20 hypothetical zones represented in figure 10.8 and assume that
the phylogenetic tree of the 15 species present in these zones is the one shown in
figure 10.9. Suppose also that a budget of 4 units is available. The optimal solution –

obtained by solving P10.5 – is to select zones z2, z6, and z10, which will protect species
s3, s6, s7, s8, s9, and s14. The cost of protection is equal to 4 and the phylogenetic
diversity obtained is equal to 46. It corresponds to the arcs a1, a2, a4, a6, a7, a8,
a12, a13, a14, a15, a16, and a21 which are shown in bold in the figure. A non-optimal
solution would be, for example, to use the budget of 4 units to protect zones z2,
z8, z12, and z15, which would allow the protection of species s3, s6, s10, s11, and s13,
and in this case the phylogenetic diversity of the protected species would only be
equal to 36.
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10.8 Reserve Maximizing the ePD of the Considered
Species

10.8.1 The Problem

Here we are interested in the problem of choosing the zones to be protected – the
reserve R – from a set of candidate zones and under a budgetary constraint, so as to
maximize the expected phylogenetic diversity of the set of species under consider-
ation S = {s1, s2,…, sm} – living in protected or unprotected zones. The phyloge-
netic tree associated with the set of species in S and the set of candidate zones for
protection, Z = {z1, z2,…, zn}, is considered. Each species is present in one or more
zones. The survival probability of species sk in zone zi is equal to pik , if zone zi is not

z1  z2  z3  z4 

s1  s3           s3   s6  s6 s6  s12 

z5   z7 z8  

s6  s9 z6 s11 s13 z9 

z10       s9   s14               s4  s14 

      s7   s8  z11 z12 z13 

z14  z15 s7   s12 s11 s2 

      s2   s5 s10   s11 z16  z17 

z18  z19 z20      s4    s7  s9 

   s11 s5   s8 s8   s15   

FIG. 10.8 – The 20 zones z1, z2,…, z20 are candidates for protection and 15 species, s1,
s2,…, s15, living in these zones are concerned. For each zone, the species present are indicated.
The cost of protecting the white zones is equal to 1 unit, the cost of protecting the light grey
zones is equal to 2 units and the cost of protecting the dark grey zones is equal to 4 units. For
example, species s9 and s14 are present in zone z6, and the cost of protecting this zone is equal
to 1 unit.
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protected, and to qik if zone zi is protected. Note that these probabilities can take
any value. They are supposed to be independent. For example, the survival prob-
abilities of some species in protected or unprotected zones may be zero. It is also
possible that protecting a zone may decrease the survival probability of some species
living in that zone. As before, ci refers to the cost of protecting zone zi. The problem
consists in determining a reserve, R, i.e., a set of zones to be protected, so as to
maximize the expected phylogenetic diversity associated with the set of species
under consideration, while taking into account the budgetary constraint. The data
are therefore:

– A set, Z, of zones that can be protected.
– For each zone zi 2 Z :


 the list of species living in the zone – and in which we are interested;

 for each species sk living in that zone, its survival probability, pik, if the zone is

not protected and its survival probability, qik, if the zone is protected;

 the protection cost, denoted by ci.

– The available budget, denoted by B.
– The phylogenetic tree of the species under consideration.

Taking into account the selected reserve, R, the extinction probability of species
sk in the set of zones considered is equal to

Q
i2Z :zi 62R ð1� pikÞ 	

Q
i2Z :zi2R ð1� qikÞ.

The expected phylogenetic diversity of the species concerned can therefore be
written as

P
l2A klð1�

Q
k2Fl

Q
i2Z :zi 62R ð1� pikÞ 	

Q
i2Z :zi2R ð1� qikÞÞ. Remember

that kl designates the length of branch al and that Fl designates the set of indices
associated with the species located under the arc al.

                              

  3          2 a2 
              

  a1                       

       3            3       

   

a3 
      a6    a7       a8      

                         

5  7 7       8    2 a14      a15  

     a12          4   

    a4  a5 5 
a11 

5 5 a13  3 
a16 

3 
a17 

3 
a18 

3 
a19 

     

2 
 a9 

2 
a10 

             

             1 a20 1 a21   1  a22 

s1             s2             s3            s4        s5        s6               s7              s8            s9       s10      s11       s12           s13              s14             s15 

FIG. 10.9 – A hypothetical (ultrametric) phylogenetic tree associated with the 15 species
considered in figure 10.8. The lengths of branches a1, a2,…, a22 are shown next to these
branches.
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10.8.2 Mathematical Programming Formulation

As before, we use the Boolean variable xi which is equal to 1 if and only if zone zi is
protected. The extinction probability of species sk can be written, as a function of
variables xi,

Q
i2Z ð1� pikð1� xiÞ � qikxiÞ. The expected phylogenetic diversity of

the species concerned can then be written, as a function of variables xi,P
l2A klð1�

Q
k2Fl

Q
i2Z ðð1� pikð1� xiÞ � qikxiÞÞ. The problem can thus be formu-

lated as the mathematical program P10.6.

P10:6 :

max
P
l2A

kl 1� Q
k2Fl

Q
i2Z

ð1� pikð1� xiÞ � qikxiÞ
 !

s.t:

P
i2Z

cixi �B ð10:6:1Þ

xi 2 0; 1f g i 2 Z ð10:6:2Þ

������

8>>>>>><
>>>>>>:

The non-linearity of the economic function of program P10.6 makes it difficult to
resolve. Let us look at another formulation of the problem. For this, let us associate
to each arc – or branch – al of the tree a real variable, rl , which represents the
probability that the information associated with this arc is not conserved – taking
into account protected zones and therefore protected species. Let us denote by Asl
the set of arcs directly following arc al, i.e., the set of arcs whose initial end coincides
with the terminal end of arc al. Let us denote by Asl the set of corresponding indices.
We have the equality rl ¼

Q
j2Asl rj. Indeed, the information associated with arc al is

not kept if and only if the information associated with each arc of Asl is not kept. For
each pending arc, al, of the tree, we denote by ext(l) the index of the species cor-
responding to the terminal end of this arc. Using these variables rl and by expressing
the probability that the information associated with the arc al is not retained as a
function of the probabilities that the information associated with the arcs of Asl is
not retained, the problem can be formulated as program P10.7.

P10:7 :

max
P
l2A

klð1� rlÞ

s.t:

P
i2Z

cixi �B ð10:7:1Þ

rl ¼
Q

j2Asl
rj l 2 A� Ap ð10:7:2Þ

rl ¼
Q
i2Z

ð1� pikð1� xiÞ � qikxiÞ l 2 Ap; k ¼ extðlÞ ð10:7:3Þ

xi 2 0; 1f g i 2 Z ð10:7:4Þ

0� rl � 1 l 2 A ð10:7:5Þ

�����������������

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

Using the logarithmic function and adding the constraints r̂l ¼ log rl ; l 2 A,
which require variable r̂l to be equal to the logarithm of variable rl , program P10.7

can be rewritten as program P10.8. In order to simplify the presentation, it is
assumed here that the survival probabilities pik and qik are all different from 1.
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P10:8 :

max
P
l2A

klð1� rlÞ

s.t:

r̂l ¼ log rl l 2 A ð10:8:1Þ
P
i2Z

cixi �B ð10:8:2Þ

r̂l ¼
P
j2Asl

r̂j l 2 A� Ap ð10:8:3Þ

r̂l ¼
P
i2Z

log ð1� pikð1� xiÞ � qikxiÞ½ � l 2 Ap; k ¼ extðlÞ ð10:8:4Þ

xi 2 0; 1f g i 2 Z ð10:8:5Þ
0� rl � 1; r̂l � 0 l 2 A ð10:8:6Þ

��������������������

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

The second member of constraint 10.8.4,
P

i2Z log ½ð1� pikð1� xiÞ � qikxiÞ�,
represents the logarithm of the global extinction probability of species sk, as a
function of the zones selected for protection, i.e., as a function of the values of
variables xi. It is easy to verify, by examining the 2 possible values of xi, thatP

i2Z log ½ð1� pikð1� xiÞ � qikxiÞ� =
P

i2Z ½xi logð1� qikÞþ ð1� xiÞ logð1� pikÞ�.
We can therefore finally formulate the problem as program P10.9 in which the eco-
nomic function is linear and all the constraints, except constraints 10.9.1, are also
linear.

P10:9 :

max
P
l2A

klð1� rlÞ

s.t:

r̂l ¼ log rl l 2 A ð10:9:1Þ
P
i2Z

cixi �B ð10:9:2Þ
r̂l ¼

P
j2Asl

r̂j l 2 A� Ap ð10:9:3Þ

r̂l ¼
P
i2Z

½xi logð1� qikÞþ ð1� xiÞ logð1� pikÞ� l 2 Ap; k ¼ extðlÞ ð10:9:4Þ

xi 2 0; 1f g i 2 Z ð10:9:5Þ

0� rl � 1; r̂l � 0 l 2 A ð10:9:6Þ

���������������������

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

Note that if constraints 10.8.6 and 10.9.6 specify, suitably for mathematical
programming, that variables rl are greater than or equal to 0, these variables will in
fact take a value strictly greater than 0 in any feasible solution of the corresponding
programs. The same applies to P10.10.

10.8.3 Resolution

We now propose a relaxation of P10.9, similar to the one used in section 10.5 of this
chapter and presented, in detail, in section 7.5 of chapter 7. In a feasible solution of
this relaxation, the values of variables xi define a feasible solution to the problem,
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i.e., a feasible set of zones to be protected. The optimal value of this relaxation is an
upper bound of the optimal value of the problem, i.e., of the best expected phylo-
genetic diversity that could be obtained with a reserve of cost less than or equal to B.
The relaxation we consider can be interpreted as an upper approximation of the
concave function log rl by a concave and piecewise linear function (see appendix at
the end of the book). This relaxation is obtained by relaxing constraints 10.9.1. Note
first of all that, given the economic function to be maximized, we obtain a problem
equivalent to P10.9 by replacing the equality constraints 10.9.1 by the inequality
constraints r̂l � log rl ; l 2 A. A relaxation of this inequality is obtained by replacing
it by the set of V linear inequalities r̂l �ðrl=uvÞþ log uv � 1, v ¼ 1;. . .;V , where
u1, u2,…, uV are constants such that 0\u1\u2\� � �\uV ¼ 1. To prove that it is
indeed a relaxation, it is enough to prove that log rl is less than or equal to
ðrl=uvÞþ log uv � 1 for all v in {1,…, V}. This is indeed the case since the latter
inequality derives directly from the fact that (1) 1=uv is the expression of the
derivative of log x at the point uv and (2) the function log x is concave. Constraints
10.10.1 expresses the fact that the quantity r̂l is less than or equal to the lower
envelope of the V straight lines tangent to the curve log rl at the points of abscissa
u1; u2;. . .; uV (figure 10.10). The quantity rl is now an approximation of the prob-
ability that the information associated with branch al is not retained. For better
readability, we will note it ~rl . The relaxation of P10.9 thus obtained is given by P10.10.
To obtain a thin relaxation of P10.9, V must be sufficiently large. However, the larger
V is, the greater the number of constraints of P10.10.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-7

-6

-5

-4

-3

-2

-1

0

 l

 log l 
 f( l) 

FIG. 10.10 – An upper approximation of the function log rl – shown in dashed lines – over the
interval �0; 1� by a piecewise linear function f ðrlÞ – shown in solid lines.
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P10:10 :

max
P
l2A

klð1� ~rlÞ

s.t:

r̂l � ~rl
uv

þ log uv � 1 l 2 A; v ¼ 1;. . .;V ð10:10:1Þ
P
i2Z

cixi �B ð10:10:2Þ

r̂l ¼
P
j2Asl

r̂j l 2 A� Ap ð10:10:3Þ

r̂l ¼
P
i2Z

½xi logð1� qikÞ
þ ð1� xiÞ logð1� pikÞ� l 2 Ap; k ¼ extðlÞ ð10:10:4Þ

xi 2 0; 1f g i 2 Z ð10:10:5Þ

0� ~rl � 1; r̂l � 0 l 2 A ð10:10:6Þ

��������������������������

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

Let ðx; r̂; ~rÞ be an optimal solution of P10.10. An approximate solution to the
problem posed is given by x – which gives the zones to be protected. The associated
expected PD is equal to

P
l2A k lð1�

Q
k2Fl

Q
i2Z ðð1� pikð1� xiÞ � qikxiÞÞ or,

equivalently, to
P

l2A k lð1� expðr̂lÞÞ where “exp” denotes the exponential function.
An upper bound on the true optimal value of the problem is given by the optimal
value of P10.10, i.e.,

P
l2A k lð1� ~rÞ.

10.8.4 Example

The 20 candidate zones, their protection costs and the 15 species considered are
described in figure 10.8. The phylogenetic tree associated with these 15 species is the
one shown in figure 10.9. The survival probabilities of the species in the unprotected
zones are all considered to be zero – pik = 0 for all i 2 Z and for all k 2 S . As
mentioned above, this may correspond to the case where unprotected zones are used
for activities such as urbanization or agriculture. To simplify the presentation of this
example it is assumed that for a given species, its survival probability is the same in
all the protected zones, i.e., the quantity qik depends only on k. These probabilities
are given in table 10.4. Note that in this small example, the most threatened species,
s1, s2, and s3, are highly “phylogenetically” related, as is often the case in reality. In
other words, as various authors have pointed out, the extinction risks are generally
not uniform within a phylogeny. The optimal solutions obtained, for different values
of the available budget, are presented in table 10.5. When the available budget is

TAB. 10.4 – Survival probabilities of species s1, s2,…, s15 in protected zones – independent of
zones.

k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

qik 0.2 0.3 0.1 0.4 0.4 0.5 0.8 0.6 0.7 0.8 0.7 0.9 0.6 0.7 0.5
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equal to 50% of the total cost of protecting the 20 zones considered, the optimal
solution consists of protecting the 12 zones z1, z2, z4, z6, z8, z9, z10, z13, z14, z15, z16,
and z19. The detailed calculation of the expected PD in this case is presented in
tables 10.6 and 10.7.

10.9 Reserve Maximizing the ePD of the Considered
Species, in the case of Uncertain Survival
Probabilities

10.9.1 The Problem

The extinction probabilities of species – in protected or non-protected zones – are
generally difficult to quantify. One way of taking into account this difficulty is to

TAB. 10.5 – Optimal solutions for different values of the available budget.

Available budget (% of
the total cost of
protecting the 20
candidate zones)

Optimal reserve ePD Upper
bound to

the optimal
solution

20 z2 z4 z6 z15 z16 z19 42.13 42.15
50 z1 z2 z4 z6 z8 z9 z10 z13 z14 z15 z16 z19 56.05 56.05
80 All zones except z3 z7 z17 59.91 59.91
100 All zones 60.46 60.46

TAB. 10.6 – The survival probability of each species in the optimal reserve – maximizing the
ePD – when the available budget is equal to 50% of the total cost of protection of the 20 zones
under consideration.

Species Zones of the
reserve where
the survival
probability

is > 0

Survival
probability

in the
reserve

Species Zones of the
reserve where
the survival
probability

is > 0

Survival
probability

in the
reserve

s1 z1 0.20 s9 z6 0.70
s2 z13 z14 0.51 s10 z15 0.80
s3 z1 z2 0.19 s11 z15 0.70
s4 z9 z16 0.64 s12 z4 0.90
s5 z14 z19 0.64 s13 z8 0.60
s6 z2 z4 0.75 s14 z6 z9 0.91
s7 z10 z16 0.96 s15 – 0
s8 z10 z19 0.84
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consider that several scenarios are possible (see appendix at the end of the book).
The set of these scenarios is denoted by Sc ¼ fsc1; sc2;. . .; scpg, and Sc = {1, 2,…, p}
is the set of corresponding indices. It is assumed that the survival probabilities of the
species, in these different scenarios, are known. We denote by pxik the survival
probability of species sk in zone zi if zone zi is not protected and if scenario scx
occurs, and qxik the same probability but in the case where zone zi is protected. To
simplify the presentation, all probabilities pxik and qxik are assumed to be different
from 1. The problem is to determine a robust solution, i.e., a set of zones to be
protected so as to obtain a “good” ePD of the species concerned, whatever the
scenario (see appendix at the end of the book). The objective that we have retained

TAB. 10.7 – Contribution of each arc of the phylogenetic tree to the maximal ePD that can be
obtained when the available budget is equal to 50% of the total cost of protecting the 20 zones
under consideration.

Arc of the
phylogenetic
tree

Arc
length

Probability that the information
associated with the arc is retained

Contribution of the
arc to the ePD

a1 3 0.885693 2.65708
a2 2 1 2
a3 5 0.608 3.04
a4 7 0.19 1.33
a5 7 0.64 4.48
a6 3 0.9964 2.9892
a7 8 0.84 6.72
a8 3 0.999935 2.99981
a9 2 0.2 0.4
a10 2 0.51 1.02
a11 5 0.64 3.2
a12 5 0.75 3.75
a13 5 0.96 4.8
a14 2 0.9982 1.9964
a15 4 0.964 3.856
a16 3 0.7 2.1
a17 3 0.8 2.4
a18 3 0.7 2.1
a19 3 0.9 2.7
a20 1 0.6 0.6
a21 1 0.91 0.91
a22 1 0 0
Total 56.05
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here is based on the notion of regret and consists in minimizing, in the worst-case
scenario, the relative regret associated with this scenario. For a given scenario, the
relative regret represents the “shortfall” associated with the choice of the robust
solution; it is equal to the relative gap between the ePD of the retained reserve and
the ePD of the optimal reserve, both ePDs being calculated in the considered sce-
nario. In other words, the problem is to determine the zones to be protected, taking
into account the available resources, in such a way as to minimize the maximum,
over all scenarios, of the relative gap between (1) the ePD of the set of species
concerned, calculated with the probabilities of the considered scenario taking into
account the selected zones, and (2) the maximal ePD of the set of species concerned
that could be obtained – by protecting the adequate set of zones – in the considered
scenario. The set of zones selected for protection is the optimal robust solution or the
optimal robust reserve. Let us define the problem more formally. Let S be the set of
species considered and Z the set of candidate zones for protection. Let us denote by
ePDxðS ;RÞ the ePD of the species of S obtained in scenario scx when the zones of
R�Z are protected. Let us denote by Rx� the set of zones of Z whose protection
maximizes the ePD of the species of S, in the case of scenario scx, and by R� the
optimal robust solution. The problem under consideration – the determination of R�

– can then be formulated as follows:

min
R�Z

max
x2Sc

fðePDxðS ;Rx�Þ � ePDxðS ;RÞÞ=ePDxðS ;Rx�Þg:

10.9.2 Mathematical Programming Formulation

Let us first consider the problem of determining the set of zones to be protected in
order to maximise the expected phylogenetic diversity of the species concerned, in
the case of scenario scω. As before, we use the Boolean variable xi which is equal to 1
if and only if zone zi is protected. In the case of scenario scω, the extinction prob-
ability of species sk can then be written – as a function of variables xi –Q

i2Z ð1� pxikð1� xiÞ � qxikxiÞ. The expected phylogenetic diversity of the species

concerned can therefore be written – again as a function of variables xi –P
l2A klð1�

Q
k2Fl

Q
i2Z ðð1� pxikð1� xiÞ � qxikxiÞÞ. The problem of determining the

optimal set of zones to be protected, in the case of scenario scω, can therefore be
formulated as the mathematical program P10.11(ω).

P10:11ðxÞ :

max
P
l2A

kl 1� Q
k2Fl

Q
i2Z

ð1� pxikð1� xiÞ � qxikxiÞ
 !

s.t:

P
i2Z

cixi �B ð10:11x:1Þ
xi 2 0; 1f g i 2 Z ð10:11x:2Þ

�����

8>>>>><
>>>>>:
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Finally, following the same procedure as in sections 10.5 and 10.8, a good
approximate solution to the problem under consideration and an upper bound to its
optimal value can be obtained by solving program P10.12(ω). In this program,
variable rxl represents the probability that the information attached to the arc al is
not retained in the case of scenario scω, given the protected zones and therefore the
protected species in this scenario, variable ~rxl represents an approximation of this
probability, and r̂xl is a variable equal to the logarithm of rxl

P10:12ðxÞ :

max
P
l2A

klð1� ~rxl Þ

s.t:

r̂xl � ~rxl
uv

þ log uv � 1 l 2 A; v ¼ 1;. . .;V ð10:12x:1Þ
P
i2Z

cixi �B ð10:12x:2Þ

r̂xl ¼ P
j2Asl

r̂xl l 2 A� Ap ð10:12x:3Þ

r̂xl ¼ P
i2Z

xi logð1� qxikÞ
þ P

i2Z
ð1� xiÞ logð1� pxikÞ l 2 Ap; k ¼ extðlÞ ð10:12x:4Þ

xi 2 f0; 1g i 2 Z ð10:12x:5Þ
0� ~rxl � 1; r̂xl � 0 l 2 A ð10:12x:6Þ

������������������������

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

The searched approximate solution is given by the values of variables xi in an
optimal solution of P10.12(ω). The reserve obtained, which we note Rx�

a , is made up
of zones zi such as xi = 1. Its value, ePDxðS ;Rx�

a Þ, is an approximation of
ePDxðS ;Rx�Þ. Let us now consider the problem of selecting an optimal robust
reserve, R*. Recall that it can be written:

min
R�Z ;C ðRÞ�B

max
x2S

fðePDxðS ;Rx�Þ � ePDxðS ;RÞÞ=ePDxðS ;Rx�Þg:

In fact, we will consider the problem.

min
R�Z ;C ðRÞ�B

max
x2S

fðePDxðS ;Rx�
a Þ � ePDxðS ;RÞÞ=ePDxðS ;Rx�

a Þg:

A “good” approximation of the latter problem is formulated by the mathematical
program P10.13.
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P10:13 :

min a

s.t:

a�ðeDPxðS ;Rx�
a Þ � wxÞ=eDPxðS ;Rx�

a Þ x 2 Sc ð10:13:1Þ

wx � P
l2A

klð1� ~rxl Þ x 2 Sc ð10:13:2Þ

r̂xl � ~rxl
uv

þ log uv � 1 l 2 A;
v ¼ 1;. . .;V ;x 2 Sc ð10:13:3Þ

P
i2Z

cixi �B ð10:13:4Þ

r̂xl ¼ P
j2Asl

r̂xj l 2 A� Ap; x 2 Sc ð10:13:5Þ

r̂xl ¼ P
i2Z

½xi logð1� qxikÞ
þ ð1� xiÞ logð1� pxikÞ� l 2 Ap;

k ¼ extðlÞ;x 2 Sc ð10:13:6Þ

xi 2 0; 1f g i 2 Z ð10:13:7Þ

0� ~rxl � 1; r̂xl � 0 l 2 A;x 2 Sc ð10:13:8Þ

wx � 0 x 2 Sc ð10:13:9Þ

������������������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

:

Variable wx represents an approximation of the ePD of the species concerned by
the set of protected zones, fzi 2 Z : xi ¼ 1g, in the case of scenario scω. The robust
reserve is made up of those zones zi such as xi = 1. We note this reserve R�

a.

10.9.3 Example

The 20 zones considered, their protection costs and the 15 species present in these
zones are described in figure 10.8. The phylogenetic tree associated with the 15
species considered is the one shown in figure 10.9. The available budget is 8 units.
The survival probabilities of the species in the unprotected zones are all considered
to be zero under all scenarios – pxik ¼ 0 for all i 2 Z , for all k 2 S and for all x 2 Sc.
Finally, we consider that for a given species, its survival probability is the same in all
the protected zones, i.e., the quantity qxik depends only on k and ω. In this example,
two scenarios are considered and the corresponding probabilities are given in
table 10.8.

Let us first determine reserve Rx�
a by solving P10:12ðxÞ for each scenario scω and

the associated ePD. These results are presented in table 10.9. The detailed results of
table 10.9 are presented in table 10.10. The robust reserve R�

a consists of zones z1, z2,
z6, z16, and z19, and the survival probabilities of the different species in this reserve
are given in table 10.11 for each of the 2 scenarios. The ePD associated with the
robust reserve, R�

a, in each scenario, is deduced from table 10.11 and presented in
table 10.12. Finally, the maximal relative regret can be calculated (table 10.13). The
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maximal relative gap is equal to 1.01%. In other words, the relative error that can be
committed, if the robust reserve, R�

a, is chosen rather than the optimal reserve for a
given scenario, is less than or equal to 1.01% regardless of the scenario that occurs.

Note that, if we choose reserve R1�
a while it is scenario sc2 that is realized, we

obtain an ePD equal to 36.10, whereas the ePD of R2�
a is equal to 39.15 and the ePD

TAB. 10.10 – Details of the results presented in table 10.9.

Species
sk

Scenario sc1: survival
probability of species

sk in R1�
a

Scenario sc2: survival
probability of species

sk in R2�
a

s1 0 0.8
s2 0 0
s3 0.5 0.6
s4 0.6 0.7
s5 0.7 0.4
s6 0.8 0
s7 0.8 0.3
s8 0.6 0.3
s9 0.9 0.4
s10 0.5 0.3
s11 0.7 0.6
s12 0 0
s13 0.4 0
s14 0.4 0.7
s15 0 0

TAB. 10.8 – Extinction probabilities of species s1, s2,…, s15 according to the 2 scenarios. For
all the species, the extinction probabilities are the same in all zones.

k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

q1ik 0.4 0.3 0.5 0.6 0.7 0.8 0.8 0.6 0.9 0.5 0.7 0.2 0.4 0.4 0.5

q2ik 0.8 0.7 0.6 0.7 0.4 0.3 0.3 0. 3 0.4 0.3 0.6 0.8 0.4 0.7 0.3

TAB. 10.9 – Rx�
a and its associated ePD for each scenario.

Scenario scω Rx�
a ePDxðS ;Rx�

a Þ
sc1 {z2, z6, z8, z15, z16, z19} 45.98
sc2 {z1, z6, z15, z16, z19} 39.15
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of the robust reserve R�
a is equal to 38.76. Conversely, if we choose reserve R2�

a while
it is scenario sc1 that is realized, we obtain an ePD equal to 43.50, whereas the ePD
of R1�

a is equal to 45.98 and the ePD of the robust reserve, R�
a, is equal to 45.65.

TAB. 10.11 – Survival probabilities of species s1, s2,…, s15 in
the robust reserve, R�

a, for each of the 2 scenarios.

Species
sk

Scenario sc1: survival
probability of species
sk in the robust reserve

R�
a

Scenario sc2: survival
probability of species
sk in the robust reserve

R�
a

s1 0.4 0.8
s2 0 0
s3 0.75 0.84
s4 0.6 0.7
s5 0.7 0.4
s6 0.8 0.3
s7 0.8 0.3
s8 0.6 0.3
s9 0.9 0.4
s10 0 0
s11 0 0
s12 0 0
s13 0 0
s14 0.4 0.7
s15 0 0

TAB. 10.12 – ePD associated with the
robust reserve, R�

a, in each scenario.

Scenario scω ePDxðS ;R�Þ
sc1 45.65
sc2 38.76

TAB. 10.13 – Maximal relative regret.

Scenario
scω

ePDxðS ;R�
aÞ ePDxðS ;Rx�

a Þ ePDxðS ;Rx�
a Þ � ePDxðS ;R�

aÞ
ePDxðS ;Rx�

a Þ
sc1 45.65 45.98 0.71%
sc2 38.76 39.15 1.01%
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10.10 Reserve Maximizing the PD of the Species
that are Present or the ePD of the Species Under
Consideration, in the Presence of Uncertainties
in the Phylogenetic Tree

10.10.1 The Problem

It is recognized that there is generally a lot of uncertainty in the definition of the
phylogenetic tree associated with a set of species. These uncertainties may concern
the topology of the tree as well as the lengths of its branches. We assume here that
the uncertainties are captured by the fact that several trees are plausible for the set
of species considered. An important question that arises then is to try to take into
account these uncertainties about the tree in the definition of a reserve to preserve
biodiversity when biodiversity is measured by phylogenetic diversity or by expected
phylogenetic diversity. In the latter case, to simplify the presentation, we assume
that there is no uncertainty about the survival probabilities of the species under
consideration. We first present different measures of PD that can be used in the
presence of uncertainties when these uncertainties are captured by the fact that
several phylogenetic trees are plausible. We then show how these measures can be
used to select zones, with the aim of maximizing the phylogenetic diversity associ-
ated with these zones, and then extend these results to the expected phylogenetic
diversity.

10.10.2 Different Measures of PD in the Presence
of Uncertainties in the Phylogenetic Tree

We consider a set of species, S ¼ fs1; s2;. . .; smg, and a set of u plausible phyloge-
netic trees, T ¼ fT1;T2;. . .;Tug, for these species. Let us denote by S, the set of
indices {1,…, m} and T, the set of indices 1; 2;. . .;uf g. Each tree Ts of T is repre-
sented by the quadruplet ðV s;As; S ; ksÞ where V s is the set of vertices, As, the set of
arcs, S, the set of leaves – the set of species – and ks, the set of branch lengths. For
any subset Ŝ of S, PDsðŜÞ designates the PD of Ŝ in the tree Ts. We are then
confronted with the problem of evaluating the PD of a group of species taking into
account the uncertainties on the phylogenetic tree associated with these species. We
propose below several ways to evaluate this PD.

10.10.2.1 Average and Weighted Average Phylogenetic Diversity
(aPD and waPD)

One way to take into account the multiplicity of trees associated with a set of
species, S, to assess the PD of a group of species Ŝ�S is to consider the average PD
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of Ŝ across all the trees. This is a very conventional measure. We record it as
aPDðŜÞ. It is expressed as follows:

aPDðŜÞ ¼ 1
u

X
s2T

PDsðŜÞ:

Alternatively, the weighted average of the PDs of Ŝ across all the trees can be
considered, if one wants to give more or less importance to individual trees. We
denote this measure by waPDðŜÞ. It is expressed as follows:

waPDðŜÞ ¼
P

s2T wsPDsðŜÞP
s2T ws

;

where ws is the weight associated with the tree Ts. If ws ¼ 1 for all s then
aPDðŜÞ = waPDðŜÞ. The advantage of these two measures lies in their simplicity,
but they have many disadvantages. The measure aPD is in fact the expected PD
that would be obtained by assigning the same probability to each tree. Similarly,
waPD is the mathematical expectation corresponding to the probability
ws=

P
s2T ws assigned to the tree Ts, s 2 T . An important and well-known disad-

vantage of these measures is that they are strongly influenced by the extreme values.
Moreover, they allow for compensation between the low and high values. Thus, a
group of species with a relatively high aPD can have a very low PD on some trees.
It should be noted that if the uncertainty about the phylogenetic tree was only about
its branch lengths, one could be interested, for any set of species Ŝ included in S, in
the expected PD of Ŝ , provided that a probability could be associated with each
possible length of the different branches.

10.10.2.2 Robust Phylogenetic Diversity (rPD)

In the presence of uncertainty about the phylogenetic tree associated with a group of
species, a robust solution may be of interest (see appendix at the end of the book).
A robust solution can be defined as any solution that protects the decision-maker
from uncertainty in some way. Several such measures have been proposed in the
literature. In this section, we focus on a classical measure that we denote by rPDðŜÞ
for any subset Ŝ of S. This is a very conservative measure that, for all Ŝ�S , ensures
that the PD of Ŝ , in all the trees considered, is at least equal to rPDðŜÞ. This
measure therefore only takes into account the “worst case scenario”. In practice, it
consists of calculating the PD of Ŝ for each tree and then taking the lowest of the
values obtained. It is expressed as follows:

rPDðŜÞ ¼ min
s2T

PDsðŜÞ:

We will see later that looking for a set of species Ŝ�S that maximizes rPDðŜÞ,
under certain constraints, amounts to looking for a set of species Ŝ�S that perform
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relatively well, from a PD point of view, regardless of which tree actually represents
the phylogeny associated with Ŝ . It is in this sense that a robust solution protects
against uncertainties. This measure, which is interesting regardless of the proba-
bilities associated with each tree – if it is possible to assign such probabilities – may
be useful when all the trees are equiprobable. Another measure may also be con-
sidered. It consists in establishing a compromise between the pessimistic measure
rPDðŜÞ, which we have just seen, and an optimistic measure that would only take
into account the highest PD value of Ŝ over all trees – Hurwicz’s criterion. This
measure is therefore a weighted average of the extreme values. For a coefficient of
pessimism α 2 [0,1], it is written as:

amin
s2T

PDsðŜÞþ ð1� aÞmax
s2T

PDsðŜÞ:

10.10.2.3 Ordered Weighted Average of Phylogenetic Diversity (owaPD)

We saw in the previous section a measure associated with a set of species, Ŝ ,
included in S that took into account the worst situation – associated with the
phylogenetic tree providing the lowest value of PDsðŜÞ – and also another measure
that took into account both the worst and the best situation. We now propose to use
an even different measure that somehow takes into account all the situations.
The notion of ordered weighted average (owa) was introduced by Yager in 1998 as a
tool for aggregating a certain amount of information. In the case at hand, this
operator provides a measure of Ŝ that first takes into account the lowest value of
PDsðŜÞ then the value immediately following, and so on until the best value is itself
taken into account. We denote by owaPDðŜÞ this measure. Let w1;w2;. . .wu be a
decreasing list of weights, belonging to the interval [0,1] and whose sum is 1. The
calculation of owaPDðŜÞ is done as follows: multiply each weight wk by the kth
smallest value of the set fPDsðŜÞ; s 2 Tg, and sum all the values so obtained. This
can be expressed as follows:

owaPDðŜÞ ¼
X
k2T

wkPDgðkÞðŜÞ

where gðkÞ is the index of the tree corresponding to the kth smallest value of the set
fPDsðŜÞ : s 2 Tg. The value of owaPDðŜÞ lies between the minimal and maximal
value of PDsðŜÞ. Compared to the measure rPD, the measure owaPD is less “con-
servative” since this measure allows a compromise between several scenarios. Note,
however, that owaPD includes rPD as a special case – w1 = 1 and w2 = w3 =
� � � = wφ = 0. One of the difficulties in using owaPD is the definition of the weights
w1;w2; . . .wu. The meaning of these weights is indeed very different from the meaning
of the weights that are used in waPD. The latter measure makes an assumption
about the importance of each tree – there is no “impartiality”. Instead, the weight
used in owaPD reflects the importance given to the lowest value, the one
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immediately after it, and so on, but neither these values nor the tree from which they
come are known. The reader can refer to the bibliography of this chapter for a
presentation of the owa operators, their interest and their use in different
applications.

10.10.2.4 Highest Value of Guaranteed Phylogenetic Diversity for δ Trees (hδPD)

This measure applied to a set of species Ŝ�S is denoted by hdPDðŜÞ. If hdPDðŜÞ
takes value v, it means that, for at least δ trees of T, the quantity PDsðŜÞ is greater
than or equal to this value v. Since we are interested in the highest possible value,
v is therefore equal to the kth lowest value of the set fPDsðŜÞ : s 2 Tg with
k ¼ ðu� dþ 1Þ. An alternative interpretation is that this value does not take into
account the ðu� dÞ smallest values. The quantity hdPDðŜÞ can be expressed as
follows:

hdPDðŜÞ ¼ min
s2Id

PDsðŜÞ

where Iδ is the set of indices of T corresponding to the δ highest values of the set
fPDsðŜÞ; s 2 Tg. In other words, for δ trees of the set of trees considered, the
phylogenetic diversity of Ŝ is at least equal to hdPDðŜÞ. This measure corresponds to
the special case of owaPD in which the weights w1;w2;. . .;wu may not be decreasing
and are all equal to 0 except wdþ 1 which is equal to 1. On the other hand, if d ¼ u,
then hdPDðŜÞ ¼ rPDðŜÞ. Note that in the case where a probability can be associated
with each tree Ts of T, the probability that the phylogenetic diversity of a set Ŝ�S is
greater than or equal to hdPDðŜÞ is greater than or equal to the sum of the prob-
abilities associated with the trees whose index belongs to Iδ – for example, d=u when
all the trees are equiprobable.

10.10.2.5 Largest Deviation from Optimal Phylogenetic Diversity (lgapPD)

This measure, which is part of the robust measures (see appendix at the end of the
book), is by nature slightly different from the previous ones. It involves the notion of
regret. Consider a set of species, Ŝ , included in S and satisfying a set of constraints,
C. This measure involves the highest PD that can be associated with a set of species
included in S and satisfying C, for each tree considered. To evaluate a set of species Ŝ
included in S – and satisfying C – with this measure, the difference between the PD
of Ŝ and the highest PD value that could be obtained on the same tree, for a set of
species included in S and satisfying C – the regret – is calculated for each tree. The
largest of these differences – the maximal regret – is then retained. This measure,
which we denote by lgapPDðŜÞ, can be expressed as follows:

lgapPDðŜÞ ¼ max
s2T

fPD�C
s � PDsðŜÞg

Phylogenetic Diversity 233



where PD�C
s is equal to the maximal PD of a set of species included in S and sat-

isfying the constraints C, calculated for the tree Ts. Thus, for any Ŝ included in
S and satisfying C, the distance between the PD of Ŝ and the maximal PD of a set of
species, included in S and satisfying C, is guaranteed in each tree, to the extent that
this distance is less than or equal to lgapPDðŜÞ.

For all set of species Ŝ�S we denote by μPDðŜÞ the 6 measures we just saw
where μ represents a, wa, r, owa, hδ and lgap.

10.10.2.6 Example

Consider the 4 hypothetical phylogenetic trees in figure 10.11.
These trees were generated to illustrate the measures of phylogenetic diversity

presented earlier. They are associated with the set of 6 species {s1, s2, s3, s4, s5, s6}.
Table 10.14 presents the values of PDsðŜÞ for each tree and also the 6 μPDðŜÞ
values, for Ŝ ¼ f1; 2; 3g. In this example, the value of lgapPDðŜÞ is calculated
assuming that the constraints C simply express the fact that 3 out of 6 species must
be selected.

FIG. 10.11 – Four hypothetical phylogenetic trees associated with six species (drawn with
iTOL software).
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10.10.3 Reserve Maximizing the PD of the Species,
of a Given Set, Present in It

In this section, we examine the following classical problem, relating to a set of
phylogenetic trees, T ¼ ðT1;T2;. . .;TuÞ, associated with a set of m species,
S = {s1, s2,…, sm}, distributed over a set of n geographical zones, Z = {z1,
z2,…, zn}: given a cost cj associated with each zone zj, select a subset of zones whose
total cost does not exceed a predefined budget, B, and which optimizes μPDðŜÞ over
all the feasible sets of zones where Ŝ is the set of species present in at least one of the
selected zones. We say that species sk is protected if it is present in at least one of the
selected zones. “Optimize” μPD(Ŝ) means “maximize” for μ= a, wa, owa, r, and hδ,
and “minimize” for μ= lgap. For any set of species Ŝ included in S, it is easy to
calculate μPDðŜÞ for μ = a, wa, owa, r, and hδ. For μ = lgap, the calculation is a bit
more complicated since it requires first of all to determine, for each tree, the max-
imal PD of a set of species verifying certain constraints. For the problem at hand, the
sets of species to be considered are the sets of species present in at least one zone of a
set of zones with a total cost less than or equal to B. We are going to propose the
formulation of the reserve selection problem considered by integer linear
programming.

Let us recall that T ¼ ðT1;T2;. . .;TuÞ is the set of phylogenetic trees to be
considered, that As is the set of arcs of the tree Ts, and that ks is the set of the
branch lengths of this tree. More precisely, ks ¼ fksl : l 2 Asg where ksl is the length
of branch al in the tree Ts and As is the set of indices of the arcs of As. F s

l is the set of
species – leaves – located under the arc al in the tree Ts and F s

l is the set of
corresponding indices. In other words, the survival of at least one species of F s

l
preserves the evolutionary history linked to the arc al if, however, Ts is the right
phylogenetic tree. We note Z = {1,…, n}. Finally, bik is a parameter which is equal
to 1 if and only if species sk is present in zone zi and to 0 otherwise. In order to
formulate the problem as a mathematical program we use the following variables:

xi 2 f0; 1gði 2 ZÞ: xi ¼ 1 if and only if zone zi is selected;
yk 2 f0; 1g ðk 2 SÞ: yk ¼ 1 if and only if species sk is protected. This results from

the selection of the zones;
zsl 2 f0; 1g ðs 2 T ; l 2 AsÞ: zsl ¼ 1 if and only if the set of protected species allows

the preservation of the evolutionary history linked to the arc al in the tree Ts;
a� 0: α is a working variable used in the calculation of the minimum of several

quantities;

TAB. 10.14 – Values of the PDs of the set {1, 2, 3} for the 4 trees in figure 10.11 and of μPD
for μ = a, wa, owa, r, h2, and lgap.

PD
Tree
T1

PD
Tree
T2

PD
Tree
T3

PD
Tree
T4

aPD waPD
w = (0.5, 0.2,

0.2, 0.1)

owaPD
w = (0.4, 0.3,

0.2, 0.1)

rPD h2PD lgapPD

3.22 2.79 2.27 2.05 2.5825 2.827 2.381 2.05 2.79 1.97
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bs 2 f0; 1g ðs 2 TÞ: bs is a working variable allowing to take into account, or not,
the tree Ts in the optimization of the hδPD criterion;

PDs � 0 ðs 2 TÞ: phylogenetic diversity, calculated in the tree Ts, of the set of
protected species, i.e., the set of species fsk : k 2 S ; yk ¼ 1g.

Let us now examine the different constraints that are used to formulate the
problem under consideration with the 6 criteria proposed to assess phylogenetic
diversity.

(C0): zsl ¼ maxk2F s
l
yk ðs 2 T ; l 2 AsÞ. The Boolean variable zsl must take the

value 1 if and only if at least one of species of F s
l is protected. These constraints are

not linear, we will replace them by the linear constraints (C1);
(C1): zsl �

P
k2F s

l
yk ðs 2 T ; l 2 AsÞ. In the case where one seeks to maximize zsl ,

these constraints are equivalent to C0;
(C2): PDs ¼

P
l2As

ksl z
s
l ðs 2 TÞ;

(C3): yk �
P

i2Z bikxi ðk 2 SÞ. Species sk can be regarded as protected – yk = 1 –

only if at least one of the zones where it occurs is selected;
(C4):

P
i2Z cixi �B. The total cost associated with the selected zones must not

exceed the available budget, B;
(C5): xi 2 f0; 1g ði 2 ZÞ, yk 2 f0; 1g ðk 2 SÞ, zsl 2 f0; 1g ðs 2 T ; l 2 AsÞ, PDs � 0

ðs 2 TÞ.
Once these variables and constraints are specified, it is easy to formulate the

problem as a mathematical program.

10.10.3.1 Maximization of waPD, rPD, hδPD and Minimization of lgapPD

When μ is equal to a, wa, r, hδ, and lgap, the different programs obtained are
presented in table 10.15.

For aPD and waPD the economic function,
P

s2T wsPDs=
P

s2T ws, expresses

waPD for the set of protected species – this set resulting from the set of selected

TAB. 10.15 – Mathematical programs associated with the problem when the
phylogenetic diversity is measured by μPD with μ = a, wa, r, hδ, and lgap.

aPD and waPD: rPD:
max

P
s2T wsPDs=

P
s2T ws

s.t: C1,C2,C3,C4;C5j

8<
:

max a

s.t:
a�PDs ðs 2 TÞ
C1,C2,C3,C4;C5

a� 0

������

8><
>:

hδPD: lgapPD:
max a

s.t:

a�PDs þHbs ðs 2 TÞP
s2T

bs ¼ u� d

C1,C2,C3,C4;C5

a� 0
bs 2 0; 1f g ðs 2 TÞ

�����������

8>>>>>><
>>>>>>:

min a

s.t:
a�PD�C

s � PDs ðs 2 TÞ
C1,C2,C3,C4;C5

a� 0

������

8><
>:
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zones – and aPD in the special case where wτ= 1 for all s 2 T . For rPD, according to
the constraints a�PDs; s 2 T , and since α is the economic function to be maxi-
mized, α takes, at the optimum, the smallest of the u values DPs; s 2 T , i.e., the
smallest of the u PD values – in the u trees considered – associated with the set of
protected species. In the program associated with hδPD, H is a constant large
enough to make the constraints a�PDs þHbs; s 2 T , inactive when βτ = 1. The
objective is to maximize variable α. Because of these constraints, the value of α is
equal, at the optimum, to the smallest of the quantities PDs þHbs; s 2 T . The
constraint

P
s2T bs ¼ u� d force u� d variables βτ to take the value 1. Since we are

seeking to maximize α, variables βτ that will take the value 1 are those whose index
corresponds to the u� d smallest values of PDs; s 2 T . At the optimum, α is thus
equal to the value of PDτ which comes just after. Recall that in the program asso-
ciated with lgapPD, PD�C

s designates the maximal PD, calculated in the tree Ts, of a
set of species present in a set of zones whose total cost does not exceed B. According
to the constraints a�PD�C

s � PDs; s 2 T , and since α is the economic function to
be minimized, α takes, at the optimum, the largest of the u values
PD�C

s � PDs; s 2 T , i.e., the value of the largest deviation – in the u considered
trees – that interests us.

10.10.3.2 Maximization of owaPD

The formulation is somewhat more difficult to establish when the phylogenetic
diversity of a set of species, Ŝ , is measured by owaPDðŜÞ. Let cis, i 2 T ; j 2 T , be the
Boolean variable which takes the value 1 if and only if the weight wi is assigned to
the PD value of Ŝ calculated in the tree Ts. For a set of species, Ŝ , included in S and
fixed, owaPDðŜÞ is equal to the optimal value of the linear program in Boolean
variables P10:14ðŜÞ.

P10:14ðŜÞ :

min
P
i2T

wi
P
s2T

PDsðŜÞ cis

s.t:

P
s2T

cis ¼ 1 i 2 T ðaÞ
P
i2T

cis ¼ 1 s 2 T ðbÞ

cis 2 f0; 1g i 2 T ; s 2 T ðcÞ

���������

8>>>>>>>><
>>>>>>>>:

Given the economic function to be minimized, the decreasing weights
w1;w2;. . .;wu will be assigned to the PDs of Ŝ sorted in increasing order. The eco-

nomic function, therefore, expresses well, at the optimum of P10:14ðŜÞ, the value of
owaPD for the set of protected species. It is known that, in this type of programs, the
integrality constraints (c) can be relaxed, i.e., replaced by constraints 0� cis � 1,
i 2 T ; s 2 T , and finally by the constraints 0� cis since the constraints (a) and
(b) prevent variables cis from exceeding the value 1. Let us consider the dual pro-
gram of the program thus obtained by associating respectively to the constraints
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(a) and (b) the (dual) real variables εi and ντ. We obtain the mathematical program
P10:15ðŜÞ whose optimal value is equal to that of P10:14ðŜÞ.

P10:15ðŜÞ :

max
P
i2T

ei þ
P
s2T

ms

s.t:
ei þ ms �wiPDsðŜÞ i 2 T ; s 2 T
ei 2 R i 2 T
ms 2 R s 2 T

������

8>>>><
>>>>:

To solve the problem we are interested in, it is now sufficient to express, in
P10:15ðŜÞ the quantities PDsðŜÞ as a function of variables xi and yk. We obtain
program P10.16.

P10:16 :

max
P
i2T

ei þ
P
s2T

ms

s.t:

ei þ ms �wiPDs i 2 T ; s 2 T
ei 2 R i 2 T
ms 2 R s 2 T
C1,C2;C3,C4;C5

��������

8>>>>>><
>>>>>>:

10.10.3.3 Examples

Let us look again at the 4 phylogenetic trees in figure 10.11. Suppose that the 4
zones, z1, z2, z3, and z4, are concerned and that the distribution of the 6 species in
these zones is as follows: s1 and s2 in z1, s3 and s4 in z2, s4 and s5 in z3, and s5 and s6 in
z4. We are interested in selecting a set of zones with a cost less than or equal to 2, the
cost of each zone being equal to 1. This amounts to searching for a set of 2 zones that
optimizes μPD. The results are presented in table 10.16 for μ = r, owa, h2, and lgap.
This table also presents, for comparison purposes, the solution to the problem when
each tree is considered separately. In other words, for each tree, we give the set of the
2 zones that maximizes the PD calculated in that tree. This table also presents the
worst selection of zones that can be made, based on one of the phylogenetic trees,
when the correct tree is another tree.

Let us look at the optimal solution with the rPD criterion. It consists in selecting
zones z1 and z3, which ensures a PD of at least 4.40 regardless of which tree is taken
into account for the calculation. This solution is the best one, in the sense that there
is no other set of 2 zones ensuring a PD strictly greater than 4.40 for all the 4 trees.
Row 2 of table 10.16 indicates that the optimal selection of 2 zones, based on only
one of the trees, may lead to a poor solution if this tree is not the right one. In the
worst case, the resulting PD would be equal to 3.44. In this case, the optimal
solution for the tree T1 was chosen, whereas the tree T2 is the right tree. Choosing
the solution that maximizes rPD is therefore a good protection against uncertainty
since it ensures, in all the cases, a PD at least equal to 4.40 (about + 28%). Note
that, in this small example, the solution that maximizes rPD is the same as the one
that minimizes the largest gap from the maximal PD solution in each tree. For this
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solution, the largest gap is equal to 0.42, while for the solution that maximizes PD in
the tree T1 – {z1, z2} – this gap is equal to 1.38.

For a group of species, Ŝ , included in S and needing to verify a set of constraints
C, lgapPDðŜÞ measures the largest gap – regret – on all the trees of T, between the
PD of Ŝ and the largest PD value that could be obtained on the same tree for a set of
species included in S and satisfying C. One could consider the relative gap instead of
the absolute gap. This problem can be solved by replacing the constraints
a�PD�C

s � PDs; s 2 T in the program associated with lgapPD minimization
(table 10.15) with constraints a�ðPD�C

s � PDsÞ=PD�C
s ; s 2 T .

10.10.4 Reserve Maximizing the ePD of the Considered
Species

As before, we consider a set of threatened species S and a set of zones Z where these
species live. The zones of Z may or may not be protected. It is assumed that the
survival probabilities of the species considered are known, that they are independent
and that they are identical for all the considered phylogenies. The survival proba-
bility of species sk in zone zi is equal to pik if zone zi is not protected and to qik if it is.
To simplify the presentation all these probabilities are assumed to be different from
1. The aim is to identify the zones to be protected – reserve R – from a set of
candidate zones and under a budgetary constraint, so as to maximize the expected
phylogenetic diversity of the set of species under consideration – living in protected

TAB. 10.16 – Worst possible solutions that can be obtained by making a wrong choice in
choosing the tree. Solutions optimizing PD and μPD (μ = r, owa, h2 and lgap) for the 6
species whose phylogenetic trees T1, T2, T3, and T4 are shown in figure 10.11. These 6 species
are distributed into 4 zones, and 2 zones should be selected.

Set of zones of PD max for each tree and corresponding PD: {z1, z2}: 4.72, {z1, z4}: 4.82,
{z1, z3}: 4.50, {z1, z3}: 4.47.

The worst solution is obtained by selecting the set of zones of PD max for tree T1, {z1, z2},
while the correct tree is tree T2. Corresponding PD in tree T2: 3.44.

The largest error is made when selecting the set of zones of PD max for tree T1, {z1, z2},
when the correct tree is tree T2. Corresponding error in tree T2: 1.38.

Set of zones of rPD max and corresponding value: {z1, z3}, 4.40. PD of the set of rPD max,
for each tree: 4.71, 4.40, 4.50, 4.47.

Set of zones of owaPD max and corresponding value: {z1, z3}, 4.472. PD of the set of owaPD
max, for each tree: 4.71, 4.40, 4.50, 4.47.

Set of zones of h2PD max and corresponding value: {z1, z4}, 4.50. PD of the set of h2PD
max, for each tree: 4.37, 4.82, 4.50, 3.60.
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or unprotected zones. Given the uncertainties about the phylogeny of the species
under consideration, we will consider the same type of criteria as above – aPD,
waPD, owaPD, rPD, hδPD, and lgapPD – but this time looking at the expected
phylogenetic diversity (ePD) rather than phylogenetic diversity (PD). We denote by
aePD, waePD, owaePD, rePD, hδePD, and lgapePD the corresponding criteria.
These criteria are no longer associated with a subset of species, Ŝ , of the set of
species considered, S. They are associated with the set of species considered, S, and
their value depends on the reserve selected since the survival probabilities of the
different species of S depend on this reserve. As an example, the determination of a
set of zones minimizing lgapePD is presented below in detail. The resulting for-
mulation could easily be extended to other measures associated with ePD.

For a set of constraints C to be satisfied by the targeted reserve R, lgapePDðRÞ ¼
maxs2TfePD�C

s � ePDsðRÞg where ePD�C
s is equal to the maximal ePD of S associ-

ated with a reserve satisfying C and calculated for the tree Ts, and ePDsðRÞ is the
ePD of S associated with R and calculated for the tree Ts. A robust approach based
on the concept of regret is adopted here. It consists of determining a – robust –

reserve of cost less than or equal to B that minimizes the maximal gap, over all the
possible phylogenies, between (1) the expected phylogenetic diversity associated
with the optimal reserve in the phylogeny under consideration, calculated with that
phylogeny, and (2) the expected phylogenetic diversity associated with the selected
reserve, calculated with that same phylogeny. The problem under consideration can,
therefore, be stated as follows: minR�Z ;C ðRÞ�B lgapePDðRÞ or minR�Z ;C ðRÞ�B

maxs2TfePD�C
s � ePDsðRÞg

� �
. In cases where there are no uncertainties about the

phylogeny of the species under consideration, the problem of determining a reserve
that maximizes the expected phylogenetic diversity of the species concerned while
respecting a budgetary constraint was discussed in section 10.8. As in section 10.8,
the data are as follows: the available budget, B, a set, Z, of zones eligible for pro-
tection, the cost of protecting each zone, denoted by ci, the list of species present in
each zone – among the set, S, of considered species – with the corresponding survival
probabilities. The only difference lies in the phylogenetic tree of the species con-
cerned – vertices, arcs and arc lengths. Here several trees are considered plausible.
Let us designate by Assl the set of arcs directly following arc al in the phylogenetic
tree Ts, i.e., the set of arcs whose initial end coincides with the terminal end of the
arc al. Let us designate by Assl the set of corresponding indices. We have the equality
rsl ¼

Q
j2Assl rsj where rsl , l 2 As, is a real variable that represents the probability

that the information associated with the arc al of the phylogenetic tree Ts is not
retained. Variable r̂sl designates the logarithm of this probability. For each pending
arc al of the tree Ts, we denote by extsðlÞ the index of the terminal end of this arc, i.
e., the index of the corresponding species. We denote by As

p the set of pending arcs in
tree Ts and by As

p the set of corresponding indices. For the phylogenetic tree Ts, the
problem of determining the reserve that leads to an ePD of S close to the optimum
value can be solved by program P10.17(τ), identical to program P10.10 provided that
~rl is replaced by ~rsl and r̂l by r̂sl .
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P10:17ðsÞ :

max
P
l2As

ksl ð1� ~rsl Þ

s.t:

r̂sl � ~rsl
uv

þ log uv � 1 l 2 As; v ¼ 1;. . .;V ð10:17s:1Þ
P
i2Z

cixi �B ð10:17s:2Þ

r̂sl ¼
P

j2Assl
r̂sj l 2 As � As

p ð10:17s:3Þ

r̂sl ¼
P
i2Z

xi logð1� qikÞ

þ P
i2Z

ð1� xiÞ logð1� pikÞ l 2 As
p; k ¼ extsðlÞ ð10:17s:4Þ

xi 2 0; 1f g i 2 Z ð10:17s:5Þ
0� ~rsl � 1; r̂sl � 0 l 2 As ð10:17s:6Þ

��������������������������
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Let us denote by ePDs�
a the ePD associated with the reserve corresponding to the

optimal solution of P10.17(τ), i.e., a “good” value of the expected phylogenetic
diversity that can be obtained – by protecting an adequate set of zones – in the case
of the phylogeny Tτ, s 2 T . Let us now consider the determination of a robust
reserve. As stated above a robust reserve is here a reserve that minimizes the
maximal gap, over all possible phylogenies, between (1) the expected phylogenetic
diversity associated with the optimal reserve in the phylogeny under consideration,
and (2) the expected phylogenetic diversity associated with the selected reserve,
calculated with the phylogeny under consideration. An approximate solution to this
problem, close to the optimal solution, can be determined by solving the mathe-
matical program P10.18.

P10:18 :

min a

s.t:

a� ePDs�
a � ws s 2 T ð10:18:1Þ

ws ¼ P
l2As

ksl ð1� ~rsl Þ s 2 T ð10:18:2Þ

r̂sl � ~rsl
uv

þ log uv � 1 s 2 T ;

l 2 As; v ¼ 1;. . .;V ð10:18:3Þ
P
i2Z

cixi �B ð10:18:4Þ

r̂sl ¼
P

j2Assl
r̂sj s 2 T ; l 2 As � As

p ð10:18:5Þ

r̂sl ¼
P
i2Z

½xi logð1� qikÞ
þ ð1� xiÞ logð1� pikÞ� s 2 T ; l 2 As

p;
k ¼ extsðlÞ ð10:18:6Þ

xi 2 f0; 1g i 2 Z ð10:18:7Þ

0� ~rsl � 1; r̂sl � 0 s 2 T ; l 2 As ð10:18:8Þ

ws � 0 s 2 T ð10:18:9Þ

������������������������������������������
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The economic function consists in minimizing variable α. Because of constraints
10.18.1, at the optimum of P10.18, this variable is equal to the maximal gap –

maximal regret – over all the phylogenies between (1) the expected phylogenetic
diversity associated with a reserve close to the optimal one in the phylogeny under
consideration, ePDs�

a , and (2) a “good” approximation of the expected phylogenetic
diversity associated with the selected reserve and calculated with the phylogeny
under consideration, ws. Indeed, the constraints of P10.18 require variable ws to be
equal to an approximation of the ePD, calculated in the phylogeny Ts, associated
with the selected reserve. Recall that the quantity ePDs�

a , s 2 T , is calculated
beforehand by solving program P10.17(τ). As regards the meaning of constraints
10.18.3, 10.18.5, and 10.18.6, the reader may refer again to program P10.10 in which
similar constraints are used. The only difference is that, in program P10.18, these
constraints are considered for each phylogeny Ts. Note that if one were interested in
determining a reserve that maximizes rePD, i.e., the smallest value, over all possible
phylogenies, of the expected phylogenetic diversity associated with this reserve, a
reserve close to this optimal robust reserve could be determined by solving program
P10.18 in which the objective becomes max α and the constraints a� ePDs� � ws,
s 2 T , are replaced by the constraints a�ws, s 2 T :
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Chapter 11

Specific and Genetic Diversity

11.1 Introduction
In the first part of this chapter, we are interested, as in the previous chapters, in a set
of threatened plant or animal species, S ¼ fs1; s2;. . .; smg, living in a set of zones,
Z ¼ fz1; z2;. . .; zng, which may be protected from a given moment. The value of
protecting a set of zones, R, included in Z is assessed by the diversity of the species
that are protected – at least in some way – as a result of the protection of the zones
in R, this diversity being calculated in three different ways. In the first, the “dis-
similarity” or “distance” between 2 species is taken into account. This can be, for
example, the genetic distance calculated from differences between DNA sequences.
In this case, the aim is to protect a set of species that maximizes an overall distance.
In the other two ways, we look at the species diversity of the protected set of species
using two classical indices, Simpson diversity index and Shannon–Wiener diversity
index, to measure the overall species diversity of the protected populations. Both
indices take into account at the same time species richness and abundance of each
species. It is assumed that for each zone, the population size of each of the species
concerned by the protection of that zone is known. We denote by nik the population
size of species sk in zone zi. Note that these data can be difficult to obtain. We know
the set of zones whose protection makes it possible to protect species sk – for
example, to ensure its survival – and this for all the species of S, that is to say for all
k 2 S . This set is denoted by Zk and the corresponding set of indices is denoted by
Zk. In other words, protecting species sk requires, and it is sufficient, that at least one
zone of Zk is protected. The reserve formed by zones z1, z12, and z17, shown in the
example in figure 11.1, protect species s2, s3, s9, and s11. The value of protecting the
set of zones fz1; z12; z17g is, therefore, assessed by the diversity of the set of species
fs2; s3; s9; s11g.

In the second part of this chapter, we will look at a set of individuals,
I ¼ fI1; I2;. . .; Img, of a given species and concerned with the protection of zones of
Z. We know, for each zone, the list of the individuals of this set who live there.
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We then consider the problem of determining, taking into account a budgetary
constraint, a reserve that enables a given number of individuals to be protected
while minimizing the average kinship of the protected population. Throughout this
chapter, it is considered that there is only one level of protection of zones, i.e., a zone
is protected or not. The protection of each zone has a cost and this cost depends on
the zone; it is denoted by ci for zone zi. The cost of protecting a set of zones R�Z is
equal to the sum of the costs of protecting each of the zones in that set and is
denoted by C(R). Z is the set of indices for the zones in Z, S is the set of indices for
the species under consideration, i.e., the species in S, and I is the set of indices
for the individuals under consideration. Thus we have Z ¼ f1; 2;. . .; ng and
S ¼ I ¼ f1; 2;. . .;mg.

z1  z2  z3  z4 

s2(1) s3(7) s1(8) s3(2) s6(8) s11(8)  s3(8) s6(2) s6(2) s12(9) 

z5   z7 z8   

s6(5) s9(4) z6 s11(8) s13(2) s13(9) z9 

z10 s6(4) s9(8) s11(8) s14(6)   s4(3) s13(6) s14(8) 

s6(2) s7(4) s8(8) s10(7)  z11 z12 z13 

z14  z15 s7(2) s12(7) s11(8) s2(8) s11(3) 

s2(9) s5(7) s10(8) s10(8) s11(9) z16  z17 

z18  z19 z20 s4(7) s7(8) s11(2) s2(3) s9(5) 

s2(9) s11(4) s5(3) s8(7) s8(2) s7(8) s15(8)    

FIG. 11.1 – The 20 zones z1, z2,…, z20 are candidates for protection and the 15 species s1, s2,
…, s15 are concerned by the protection of these zones. For each zone, the species concerned by
the protection of this zone as well as the size of their population – in brackets – are indicated.
The cost of protecting the white zones is equal to 1 unit, the cost of protecting the light grey
zones is equal to 2 units and the cost of protecting the dark grey zones is equal to 4 units. For
example, species s6, s9, s11, and s14 are concerned by the protection of zone z6, their popu-
lation size is 4, 8, 8, and 6 units, respectively, and the cost of protecting this zone is 1 unit.
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11.2 Reserve Maximizing the Overall Dissimilarity
of the Species – of a Given Set – Present in It

11.2.1 The Problem and Its Mathematical Programming
Formulation

The problem is to determine the zones to be protected, taking into account the
available budget, B, so as to maximize a certain biological diversity of the subset of
protected species. Here, the biological diversity of a set of species is measured by the
dissimilarities or distances between species. Let us denote by dkl the distance
between species sk and sl. This quantity, positive or zero, satisfies dkl ¼ dlk and
dkk ¼ 0. The overall diversity of a group of species, Ŝ , included in S, is denoted by
DðŜÞ and is equal to the sum of the distances between all the pairs of species of Ŝ :

DðŜÞ ¼
X

ðk;lÞ 2 Ŝ
2
; k\l

dkl

where Ŝ denotes the set of indices of the species of Ŝ . With each zone zi of Z is
associated the Boolean variable xi which is equal to 1 if and only if zone zi is selected
for protection. With each species sk is associated the Boolean variable yk, which is
equal to 1 if and only if species sk is protected – due to the protection of certain zones
of Z. When the interest of a reserve R is evaluated by DðŜÞ, where Ŝ denotes the
species protected by R, this interest is denoted by D(R). The problem can be
formulated as P11.1.

P11:1 :

max
P

ðk; lÞ 2S 2; k\ l

dklykyl

s.t:

P
i2Z

cixi �B ð11:1:1Þ j xi 2 f0; 1g i 2 Z ð11:1:3Þ

yk �
P
i2Zk

xi k 2 S ð11:1:2Þ j yk 2 f0; 1g k 2 S ð11:1:4Þ

�������

8>>>>>><
>>>>>>:

The mathematical program P11.1 is a non-linear program in 0–1 variables: the
economic function to be maximized is a quadratic function since each term involves
the product of two variables, ykyl. Many approaches exist to solve this type of
program (see appendix at the end of the book). Classically, to obtain an optimal
solution of P11.1 at a lower cost, one can subtract from its economic function the
quantity e

P
i2Z cixi where ε is a sufficiently small constant.

11.2.2 Example of Application to the Protection of Cranes

Let us consider the 14 species of cranes presented in table 11.1. Many species of
cranes are endangered. This is the case, for example, of the Siberian crane classified
as Critically Endangered by IUCN. The main threat is due to the draining of
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swamps to produce agricultural land. In this example, we use the “genetic distances”
calculated by Krajewski (Krajewski 1989) and presented in table 11.2. These dis-
tances represent the differences between DNA sequences associated with the two
species. They are determined by DNA hybridization.

We are interested in the problem of determining a reserve, R, that respects a
budget constraint and maximizes D(R). Figure 11.2 shows a distribution of these 14
crane species over 20 hypothetical candidate zones for protection. If, in figure 11.2,
the species sk is mentioned in the zone zi, then the protection of zi results in pro-
tection of sk. Table 11.3 gives the optimal reserves that can be obtained by solving
P11.1 with different values of the available budget, B. It can be seen in this table, as
one would expect since the criterion to be maximized is the overall distance between
protected species, that this overall distance increases with B.

11.3 Reserve Maximizing the Specific Diversity
of Species – of a Given Set – Present in It,
as Measured by the Simpson
and Shannon–Wiener Indices

The biological conservation literature offers a wide range of indices to measure the
diversity of a population with individuals of different species. The purpose of these
indices is to try to measure the diversity of the population concerned by a single
number, the index value. The functional meaning of these indices is often not
obvious and slightly different interpretations may appear in the literature. While
these indices are relatively difficult to interpret in a very precise way, they can be
useful, in the field we are interested in, to compare reserves under certain conditions.
The measurement of the diversity of a population – faunistic or floristic – must take
into account, in the classical way, on the one hand, the species richness, i.e., the
number of species making up this population, and, on the other hand, the relative
abundance of each species. The abundance of a species in a population is the total
number of individuals of that species present in that population. The relative
abundance of a species is equal to the number of individuals of that species divided

TAB. 11.1 – The 14 species of crane considered.

s1 s2 s3 s4 s5 s6 s7
South
African
crane

Demoiselle
crane

Blue
crane

Wattled
crane

Siberian
crane

Sandhill
crane

Sarus
crane

s8 s9 s10 s11 s12 s13 s14
Australia
crane

White
naped
crane

Eurasian
crane

Hooded
crane

Whooping
crane

Black-necked
crane

Japanese
crane
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TAB. 11.2 – Genetic distances between 14 crane species (Krajewski 1989).

1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 0.00 3.75 3.85 4.10 3.55 3.90 3.70 3.60 3.60 3.55 4.05 3.65 3.55 3.80
2 3.75 0.00 0.50 1.10 1.80 1.35 1.50 1.15 1.05 1.00 1.05 1.25 1.50 1.55
3 3.85 0.50 0.00 1.25 1.90 1.30 1.75 1.00 1.15 1.05 1.20 1.30 1.15 1.75
4 4.10 1.10 1.25 0.00 1.55 1.20 1.50 1.40 1.35 1.10 1.60 1.30 1.25 1.40
5 3.55 1.80 1.90 1.55 0.00 1.45 1.15 1.50 1.60 1.25 1.55 1.65 1.50 1.65
6 3.90 1.35 1.30 1.20 1.45 0.00 1.40 1.20 1.10 1.10 1.45 1.40 1.75 1.55
7 3.70 1.50 1.75 1.50 1.15 1.40 0.00 0.60 0.50 1.15 1.80 1.45 1.50 1.40
8 3.60 1.15 1.00 1.40 1.50 1.20 0.60 0.00 0.65 1.10 1.40 1.50 1.75 1.35
9 3.60 1.05 1.15 1.35 1.60 1.10 0.50 0.65 0.00 1.10 1.15 1.35 1.30 1.05
10 3.55 1.00 1.05 1.10 1.25 1.10 1.15 1.10 1.10 0.00 0.20 0.15 0.60 0.35
11 4.05 1.05 1.20 1.60 1.55 1.45 1.80 1.40 1.15 0.20 0.00 0.35 0.60 0.55
12 3.65 1.25 1.30 1.30 1.65 1.40 1.45 1.50 1.35 0.15 0.35 0.00 0.65 0.65
13 3.55 1.50 1.15 1.25 1.50 1.75 1.50 1.75 1.30 0.60 0.60 0.65 0.00 0.65
14 3.80 1.55 1.75 1.40 1.65 1.55 1.40 1.35 1.05 0.35 0.55 0.65 0.65 0.00
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by the total number of individuals. When looking at the diversity of a population
protected by a reserve, it is interesting to take into account the species richness of
this population as well as the relative abundance of each of the species composing it.
Let us consider, for example, two populations composed of 5 species and 35

z1  z2  z3  z4 

s3 s1  s6  s11  s3 s12 

z5   z7 z8   

s6  s9 z6 s11 s13 z9 

z10 s6  s9  s11  s14   s13  s14 

s7  s8  s10  z11 z12 z13 

z14  z15 s12 s11 s2 

s2  s5  s10 s10  s11 z16  z17 

z18  z19 z20 s4  s7 s9 

s2  s11 s8 s1  s7    

FIG. 11.2 – The 20 hypothetical zones z1, z2,…, z20 are candidates for protection and the 14
crane species, s1, s2,…, s14, concerned by the protection of these zones are indicated. The cost
of protecting the white zones is equal to 1 unit, the cost of protecting the light grey zones is
equal to 2 units and the cost of protecting the dark grey zones is equal to 4 units.

TAB. 11.3 – Reserves of maximal dissimilarity associated with the data in table 11.2 and
figure 11.2, for different values of the available budget, B.

Available
budget (B)

Used
budget

Zones selected for
protection (R)

Protected species Total
dissimilarity

(D(R))
4 4 z2 z6 z10 s1 s6 s7 s8 s9 s10 s11 s14 48.35
6 6 z2 z6 z8 z10 z18 s1 s2 s6 s7 s8 s9 s10 s11 s13 s14 73.95
8 8 z2 z6 z8 z10 z16 z18 s1 s2 s4 s6 s7 s8 s9 s10 s11 s13 s14 89.95
14 13 z1 z2 z6 z8 z10 z14 z16 All but s12 126.35
15 15 z1 z2 z4 z6 z8 z10 z14 z16 All 143.00
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individuals. In the first, the number of individuals of each species is equal to 9, 8, 12,
and 6, respectively, and in the second, it is equal to 5, 20, 4, and 6, respectively. The
first population is considered more diverse than the second. It is also considered that
the diversity of a reserve with many species and only one dominant species is not
really more interesting than the diversity of a reserve with fewer species but in
similar abundance. The indices proposed in the literature give more or less impor-
tance to these two aspects of diversity. Recall that here we are making the
hypothesis that, for any reserve under consideration, the protected population is
perfectly known – the list of protected species and the population size of each of
these species. We will examine two widely used indices to measure the diversity of a
reserve in terms of species richness and relative abundance: the Simpson index and
the Shannon–Wiener index. Note that, since we are interested here in identifying
reserves with the aim of preserving biodiversity as much as possible, we will need to
consider, in addition to the diversity indices just mentioned, the total number of
species protected by that reserve.

11.3.1 The Simpson Index

This index was proposed by Simpson in 1949. It measures the probability that two
randomly selected individuals in a population of several species do not belong to the
same species. It is therefore equal to 1�P

k2S f
2
k where fk denotes the frequency of

species sk in the population under consideration. The value of this index starts with 0
– the minimal diversity – and is increasing as the diversity increases, tending
towards 1. This index is more sensitive to abundant species than to species richness.
Thus, adding rare species to a population hardly changes the value of the index.
Consider, for example, a population of 50 individuals divided into 5 species whose
respective population sizes are as follows: 7, 12, 10, 9, and 12. The Simpson diversity
index associated with this population is equal to 0.79. Let us add to this population
a sixth species, comprising 2 individuals. The value of the Simpson diversity index
becomes equal to 0.81 (+2.5%). The Simpson diversity index for a given population
can be divided by the maximal value that the index can take, given the number of
species in that population. The resulting ratio, sometimes referred to as the Simpson
evenness index, then reflects the degree of diversity achieved by that population
relative to the theoretical maximum. This ratio expresses the dominance of a spe-
cies, when it tends towards 0, or the fact that the population sizes of the different
species are close together, when it tends towards 1. For example, let us consider
again the population examined above, composed of 50 individuals distributed
among 5 species. The maximal value that the Simpson diversity index can take for a
population of 50 individuals distributed among 5 species is equal to
1�P

k¼1;...;5 1=5ð Þ2 ¼ 0:8. The value of the ratio in this case is, therefore, equal to
0.99. Recall that nik refers to the population size of species sk in zone zi. The pop-
ulation size of species sk in a reserve R (�Z) is therefore equal to

P
i2R nik and the

total population size of the reserve, including all species, is therefore equal toP
k2S

P
i2R nik . It is deduced that the frequency of species sk in reserve R, denoted by

fk(R), is equal to
P

i2R nik=
P

k2S
P

i2R nik . The diversity of the population
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associated with – protected by – reserve R and measured by the Simpson diversity
index, is denoted by DSI(R) and is therefore equal to DSIðRÞ ¼ 1�P

k2S fkðRÞ½ �2 =

1�P
k2S

P
i2R nik=

P
k2S

P
i2R nik

� �2
.

With regard to the selection of protected zones, several problems naturally arise
in relation to the Simpson diversity index. We consider the two problems below.

Problem I. Select a reserve with a maximal Simpson diversity index and a budget
constraint.

Problem II. Select aminimumcost reserve in order to protect all the species concerned
on the one hand, and to maximize the Simpson diversity index on the other hand.

These two problems can be enhanced by adding, for example, a constraint on the
minimum total number of individuals to be protected by the reserve.

Mathematical programming formulation of problem I. Let xi be the Boolean deci-
sion variable which is equal to 1 if and only if zone zi is selected to be part of the
reserve and let fk be the positive or null real variable which represents the frequency
of species sk in the reserve. We get the mixed-integer non-linear program P11.2.

P11:2 :

max 1� P
k2S

f 2k

s.t:

P
i2Z

nikxi ¼ fk
P
i2Z

P
j2S

nijxi k 2 S ð11:2:1Þ j xi 2 f0; 1g i 2 Z ð11:2:4Þ
P
i2Z

P
j2S

nijxi � 1 ð11:2:2Þ j 0� fk � 1 k 2 S ð11:2:5Þ
P
i2Z

cixi �B ð11:2:3Þ j

������������

8>>>>>>>>>><
>>>>>>>>>>:

The economic function to be maximized represents the Simpson diversity index
associated with the set of species protected by the selected reserve. The quantityP

i2Z nikxi represents the size of the population of species sk in the reserve and the

quantity
P

i2Z
P

j2S nijxi represents the size of the total population in the reserve.

Constraints 11.2.1 therefore require variable fk, k 2 S , to be equal to the frequency of
species sk in the reserve,

P
i2Z nikxi=

P
i2Z

P
j2S nijxi. Constraint 11.2.2 requires that

the denominator of this ratio be strictly positive, i.e., that the total population size of
the reserve is at least equal to one unit. This makes it possible to prohibit the solution
of P11.2, of value 1, consisting in not selecting any zone. Constraint 11.2.3 is the budget
constraint. Constraints 11.2.4 specify the Boolean nature of variables xi and con-
straints 11.2.5 specify that variables fk belong to the interval [0, 1]. Note that the
economic function is quadratic and concave and that the constraints are linear, except
constraints 11.2.1 which include the products fkxi. One way to solve this program is to
linearize constraints 11.2.1. The result is a mixed-integer program that consists of
maximizing a concave function under linear constraints, which is equivalent to min-
imizing a convex function under linear constraints. The solution of this program can,
therefore, be obtained efficiently using solvers based on classical implicit enumeration
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algorithms. Indeed, this type of algorithm requires, at each node of the search tree, the
resolution of a continuous program which, in this case, is an “easy” problem since it
consists in maximizing a concave function under linear constraints (see appendix at
the end of the book). We will see that constraints 11.2.1 can be easily linearized.

Linearization of Constraints 11.2.1. Let us introduce the real variables uik belonging
to the interval [0, 1]. A program equivalent to P11.2 is obtained by replacing the
products fkxi by variables uik and adding the set of linearization constraints C11.1 to
force variable uik to be equal to the product of variables fkxi.

C11:1 :
uik � xi i 2 Z ; k 2 S j uik � fk � ð1� xiÞ i 2 Z ; k 2 S
uik � fk i 2 Z ; k 2 S j uik � 0 i 2 Z ; k 2 S

�

We thus obtain the mixed-integer mathematical program P11.3 whose economic
function to be maximized is quadratic and concave, and whose all constraints are
linear. As we have said, many solvers allow a direct solution of this type of program.

P11:3 :

max 1� P
k2S

f 2k

s.t:

P
i2Z

nikxi ¼
P
i2Z

P
j2S

nijuik k 2 S ð11:3:1Þ
P
i2Z

P
k2S

nikxi � 1 ð11:3:2Þ
P
i2Z

cixi �B ð11:3:3Þ

uik � xi i 2 Z ; k 2 S ð11:3:4Þ

uik � fk i 2 Z ; k 2 S ð11:3:5Þ

xi 2 0; 1f g i 2 Z ð11:3:6Þ

uik � 0 i 2 Z ; k 2 S ð11:3:7Þ

0� fk � 1 k 2 S ð11:3:8Þ

������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

Note that, because of the economic function to be maximized, the linearization
constraints uik � fk � ð1� xiÞ and uik � 0 are unnecessary.

It is easy to modify this program to require that the number of individuals
protected by the reserve be greater than or equal to a given value, NI. To do this,
simply replace the value 1 by NI in the right-hand side of constraint 11.3.2.

Below is another formulation of Problem I. Let us first note that maximizing the
Simpson diversity index means minimizing the quantity

P
k2S f

2
k , which can be

written
P

k2S
P

i2Z nikxi
.P

i2Z
P

j2S nijxi
� �2

or
P

k2S
P

i2Z nikxi
� �2

� P
i2Z

�

P
k2S nikxiÞ2. Problem I can thus be formulated as the fractional program in Boolean

variables P11.4 (see appendix at the end of the book).
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P11:4 :

min
P

k2S
P

i2Z nikxi
� �2

� P
i2Z

P
k2S nikxi

� �2

s.t:

P
i2Z

P
k2S

nikxi � 1 ð11:4:1Þ
P
i2Z

cixi �B ð11:4:2Þ

xi 2 f0; 1g i 2 Z ð11:4:3Þ

����������

8>>>>>>>>><
>>>>>>>>>:

The auxiliary program associated with P11.4 consists in minimizing the
parameterized economic function

P
k2S ð

P
i2Z nikxiÞ2 � k ðPi2Z

P
k2S nikxiÞ2 where λ

is the parameter, under the same constraints as those of P11.4. Program P11.4 is
slightly more difficult to implement than program P11.3 since a quadratic problem in
variables 0–1 – the auxiliary program – has to be solved iteratively, but it is gen-
erally more efficient.

Mathematical programming formulation of Problem II. In this case, all the species
must be protected, which is possible over a certain budget that we denote by Bmin.
We are therefore faced with two criteria: the diversity of the group of individuals
protected by the selected reserve – measured by the Simpson diversity index – and
the cost of this reserve. One way to approach Problem II is to solve P11.2, to which we
add the constraints imposing the protection of all the species,

P
i2Zk

xi � 1; k 2 S ,

by gradually increasing the value of the available budget from the value Bmin. The
result is program P11.5. Note that constraint 11.2.2 becomes useless.

P11:5 :

max 1� P
k2S

f 2k

s.t:

P
i2Z

nikxi ¼ fk
P
i2Z

P
j2S

nijxi k 2 S ð11:5:1Þ
P
i2Zk

xi � 1 k 2 S ð11:5:2Þ
P
i2Z

cixi �B ð11:5:3Þ

xi 2 f0; 1g i 2 Z ð11:5:4Þ

��������������

8>>>>>>>>>>>><
>>>>>>>>>>>>:

Constraints 11.5.1 can be linearized as in program P11.3. The curve representing
the maximal value of diversity that can be obtained given the available budget could
be plotted. Note that Problem II can also be solved by the fractional mathematical
program P11.4 in which constraint 11.4.1 is replaced by the constraintsP

i2Zk
xi � 1; k 2 S . Again, it is easy to modify P11.5 to require that the number of

individuals protected by the reserve be greater than or equal to a given value, NI. To
do this, simply add the constraint

P
i2Z

P
k2S nikxi �NI.
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11.3.2 The Shannon–Wiener Index

The Shannon–Wiener index is commonly used. Like the Simpson index, it takes into
account both species richness and relative abundance of each species. For the set of
species S = {s1, s2,…, sm} it is given by the following formula:

SH ¼ �
X
k2S

fk log2 fk

where fk denotes the frequency of species sk in the population under consideration –

number of individuals of species sk divided by the total population size. It is sup-
posed here that fk [ 0 for all k 2 S . This index allows diversity to be expressed by
taking into account the number of species concerned and the relative abundance of
individuals within each of these species. The value of the index varies from 0 – a
single species – to log2 m – all the species have the same abundance. Consider, for
example, a population of 50 individuals distributed among 10 species and whose
respective population sizes are as follows: 2, 3, 2, 4, 5, 20, 2, 3, 4, and 5. The
Shannon–Wiener index of this population is equal to 2.8205. If each of the 10 species
has 5 individuals, the Shannon–Wiener index would be equal to 3.3219. Note that
the Shannon–Wiener index is sensitive to relatively rare species. Let us again take
the above example of a population composed of 10 species whose respective popu-
lation sizes are as follows: 2, 3, 2, 4, 5, 20, 2, 3, 4, and 5. When the 2 individuals of
the first species disappear, the Shannon–Wiener index becomes equal to 2.6856
(–5%). As for the Simpson index, we can associate to this index the ratio SH/log2
m where log2 m represents the maximal value that the Shannon–Wiener index can
take. This ratio, between 0 and 1, allows the distribution of individuals within
species to be measured, independently of species richness. It reflects the degree of
diversity achieved, in relation to the theoretical maximum. In reality, this ratio is
commonly around 0.8 or 0.9. In the previous example of a population composed of 10
species, this ratio is equal to 2.8205/log2 10, i.e., 2.8205/3.3219 or 0.8491. For the
population composed of 9 species, it becomes equal to 0.8472. The problem of
determining a reserve, R, that maximizes the index associated with the set of species
protected by this reserve, DSH(R), can be formulated as program P11.6.

P11:6 :

min
P
k2S

fk log2 fk

s.t:

P
i2Z

nikxi ¼ fk
P
i2Z

P
j2S

nijxi k 2 S ð11:6:1Þ
P
i2Z

P
k2S

nikxi � 1 ð11:6:2Þ
P
i2Z

cixi �B ð11:6:3Þ

xi 2 f0; 1g i 2 Z ð11:6:4Þ

0� fk � 1 k 2 S ð11:6:5Þ

������������������
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Minimizing the economic function of P11.6 is equivalent to maximizing the
Shannon–Wiener Index. One way to solve P11.6 is to approximate log2 fk by a
piecewise linear function (see appendix at the end of the book) and then linearize the
resulting program using for example the method presented in section 11.3.1 to lin-
earize constraints 11.6.1. Here again, it is easy to modify program P11.6 to require
that the number of individuals protected by the reserve be greater than or equal to a
given value, NI. To do this, simply replace constraint 11.6.2 with the constraintP

i2Z
P

k2S nikxi �NI.

11.3.3 Example with the Simpson Index

This example illustrates the selection of a reserve to protect all the species concerned
while respecting a budget constraint and maximizing the Simpson diversity index.
Consider the instance involving 20 candidate zones and 15 species, described in
figure 11.3. Note that in the case of 15 species, the theoretical maximum of the

z1  z2  z3  z4 

s2 (1) s3 (7) s1 (2) s3 (2) s6 (2) s7 (1)  s3 (8) s6 (2) s6 (2) s15 (3) 

z5   z7 z8   

s6 (5) s9 (4) z6 s11 (8) s13 (2) s4 (2) s13 (3) z9 

z10 s6 (2) s9 (3) s11 (2) s14 (3)   s4 (3) s13 (6) s14 (8) 

s6 (2) s7 (4) s8 (8) s10 (7)  z11 z12 z13 

z14  z15 s7 (2) s12 (7) s5 (4) s8 (2) s2 (8) s11 (3) 

s2 (9) s5 (7) s10 (8) s10 (2) s11 (12) z16  z17 

z18  z19 z20 s4 (7) s7 (8) s11 (2) s2 (3) s9 (5) 

s2 (4) s12 (2) s5 (3) s8 (7) s8 (2) s7 (8) s15 (8)    

FIG. 11.3 – The 20 zones z1, z2,…, z20 are candidates for protection and the 15 species
s1, s2,…, s15 are concerned by the protection of these zones. For each zone, the species con-
cerned and the size of their population – in brackets – are indicated. The cost of protecting the
white zones is 1 unit, the cost of protecting the light grey zones is 2 units and the cost of
protecting the dark grey zones is 4 units. For example, species s6, s9, s11, and s14 are concerned
by the protection of zone z6, their population size is equal to 2, 3, 2, and 3 units respectively,
and the cost of protecting this zone is equal to 1 unit.
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Simpson diversity index is equal to 1–15(1/15)2 = 0.9333. The problem considered
can be formulated as the mathematical program P11.3 in which constraint 11.3.2 is
replaced by the constraints

P
i2Zk

xi � 1; k 2 S . Note that since the number of

protected species is fixed, the maximization of the evenness index associated with
the Simpson diversity index is equivalent to the maximization of the Simpson
diversity index. Table 11.4 presents the results obtained for different values of the
available budget, B. Note that the data in this example are such that the protection
of the 20 candidate zones allows for the protection of the 15 species considered. The
associated cost is 48, the Simpson diversity index is 0.9214, and the corresponding
evenness index is 0.9872. It should also be noted that there is no reserve to protect
all the species with a cost less than 8.

11.4 Selecting a Reserve with Species Richness,
Abundance, and Cost Constraints

One can search for a reserve with a great diversity without trying to describe this
diversity by a single number as in section 11.3 above. One way of doing this is to
maximize an economic function involving the – possibly weighted – criteria of
species richness and abundance, while respecting constraints on the relative abun-
dance of each species in the reserve and the cost of the reserve. This problem can be
formulated as the mixed-integer program P11.7 where variable Ns represents the
species richness.

P11:7 :

max w1Nsþw2
P
i2Z

P
k2S

nikxi

s.t:

Ns ¼ P
k2S

yk ð11:7:1Þ
P
i2Z

nikxi ¼ fk
P
i2Z

P
j2S

nijxi k 2 S ð11:7:2Þ

ð1=nÞ P
i2Zk

xi � yk �
P
i2Zk

xi k 2 S ð11:7:3Þ

fk �ð1þ eþk Þ 1
Ns þð1� ykÞ k 2 S ð11:7:4Þ

fk �ð1� e�k Þ 1
Ns� ð1� ykÞ k 2 S ð11:7:5Þ

P
i2Z

cixi �B ð11:7:6Þ

xi 2 f0; 1g i 2 Z ð11:7:7Þ

yk 2 f0; 1g k 2 S ð11:7:8Þ

0� fk � 1 k 2 S ð11:7:9Þ

Ns 2 N ð11:7:10Þ

��������������������������������������
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>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
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TAB. 11.4 – Reserves protecting all the species, respecting a budgetary constraint, and with a maximal Simpson diversity index, when the
candidate zones, their protection cost and the population size of the different species present in these zones are described in figure 11.3.

Available
budget
(B)

Used
budget

Zones forming the reserve Population size of each of the 15
species

Simpson
diversity
index

Evenness
index

8 8 z2 z4 z6 z8 z12 z15 z18 2 4 2 2 4 6 1 2 3 2 14 2 3 3 3 (53) 0.8843 0.9475
12 11 z1 z2 z4 z6 z8 z10 z12 z18 2 5 9 2 4 8 5 10 3 7 2 2 3 3 3 (68) 0.9109 0.9760
16 16 z1 z2 z4 z6 z8 z10 z11 z12 z13 2 9 9 2 4 8 7 10 3 7 5 7 3 3 3 (82) 0.9170 0.9825
20 20 z1 z2 z4 z6 z8 z9 z10 z11 z12 z13 2 9 9 5 4 8 7 10 3 7 5 7 9 11 3 (99) 0.9222 0.9880
24 24 z1 z2 z4 z7 z8 z9 z10 z11 z12 z17 z18 2 8 9 5 4 6 7 10 5 7 8 9 11 8 3 (102) 0.9243 0.9903
28 28 z1 z2 z5 z6 z8 z9 z11 z14 z15 z19 z20 2 10 9 5 10 9 11 9 7 10 14 7 9 11 8 (131) 0.9270 0.9932
32 29 z1 z2 z5 z6 z7 z8 z9 z11 z14 z19 z20 2 10 9 5 10 9 11 9 7 8 10 7 11 11 8 (127) 0.9280 0.9943
36 29 z1 z2 z5 z6 z7 z8 z9 z11 z14 z19 z20 2 10 9 5 10 9 11 9 7 8 10 7 11 11 8 (127) 0.9280 0.9943
40 29 z1 z2 z5 z6 z7 z8 z9 z11 z14 z19 z20 2 10 9 5 10 9 11 9 7 8 10 7 11 11 8 (127) 0.9280 0.9943
44 29 z1 z2 z5 z6 z7 z8 z9 z11 z14 z19 z20 2 10 9 5 10 9 11 9 7 8 10 7 11 11 8 (127) 0.9280 0.9943
48 29 z1 z2 z5 z6 z7 z8 z9 z11 z14 z19 z20 2 10 9 5 10 9 11 9 7 8 10 7 11 11 8 (127) 0.9280 0.9943
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Constraint 11.7.1 requires variable Ns to take the value corresponding to the
number of protected species. The economic function therefore expresses the
weighted sum of the number of species protected by the reserve and the total
number of corresponding individuals. The weight assigned to these two quantities is
equal to w1 and w2, respectively. Constraint 11.7.2 expresses the relative abundance
of each species, fk, k 2 S . Constraints 11.7.3 require the Boolean variable yk, k 2 S ,
to be equal to 1 if and only if at least one of the zones hosting species sk is protected.
The coefficients eþk and e�k are such that: eþk � 0 and 0� e�k � 1. Constraints 11.7.4
and 11.7.5 express that the relative abundance of each species should not be too far
from the ideal value, 1=Ns. Constraints 11.7.7 and 11.7.8 specify the Boolean nature
of variables xi and yk. Constraint 11.7.9 specifies that variable fk belongs to the
interval [0, 1] and constraint 11.7.10 specifies that variable Ns is an integer variable.
Program P11.7 consists of maximizing a linear function whose variables are subject
to linear constraints (11.7.1, 11.7.3, and 11.7.6) and also to non-linear constraints
(11.7.2, 11.7.4, and 11.7.5). We have already seen in section 11.3.1 how to linearize
the quadratic constraints 11.7.2. Let us now examine constraints 11.7.4 and 11.7.5.
Introduce variable Ns0 and constraint Ns0 �P

j2S yj ¼ 1 that requires variable Ns0 to
be equal to 1/Ns. Using variables vj to represent the products Ns0 � yj , this last
constraint can be written as

P
j2S vj ¼ 1. It only remains to add the set of con-

straints C11.2 to require variable vj, j 2 S , to be equal to the product Ns0 � yj .

C11:2 : vj � yj ; vj �Ns0; vj �Ns0 � ð1� yjÞ; vj � 0
�

j 2 Sð Þ

Finally, the problem can be formulated as the mixed-integer linear program
P11.8.

P11:8 :

max w1Nsþw2
P
k2S

P
i2Z

nikxi

s.t:

ð11:7:1Þ; ð11:7:3Þ; ð11:7:6Þ; ð11:7:7Þ;
ð11:7:8Þ; ð11:7:9Þ; ð11:7:10Þ
ðC11:1Þ; (C11:2Þ
P
i2Z

nikxi ¼
P
i2Z

P
j2S

nijuik k 2 S ð11:8:1Þ
P
j2S

vj ¼ 1 ð11:8:2Þ

fk �ð1þ eþk ÞNs0 þ ð1� ykÞ k 2 S ð11:8:3Þ

fk �ð1� e�k ÞNs0 � ð1� ykÞ k 2 S ð11:8:4Þ

����������������������

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

By varying the weighting coefficients w1 and w2 as well as the coefficients eþk and
e�k , the resolution of program P11.7 can help a decision-maker to determine the best
reserve taking into account the 3 criteria, species richness, abundance and relative
abundance. Let us take again the example described in section 11.3.3 and examine,
for different values of the available budget, B, the following 4 cases: w1 = 1, w2 = 1,
eþk ¼ e�k ¼ 0:3 ðk ¼ 1;. . .; 15Þ; w1 = 10, w2 = 1, eþk ¼ e�k ¼ 0:3 ðk ¼ 1;. . .; 15Þ;
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w1 = 1, w2 = 1, eþk ¼ e�k ¼ 0:5 ðk ¼ 1;. . .; 15Þ; and w1 = 10, w2 = 1, eþk ¼
e�k ¼ 0:5 ðk ¼ 1;. . .; 15Þ. The optimal reserves, i.e., those that maximize the
weighted sum of species richness and abundance taking into account constraints on
relative abundance and budget, are determined by the resolution of programme P11.8

and are presented in tables 11.5 and 11.6. The last column of table 11.5 presents the
maximal deviation, i.e., the maximal gap – in absolute value – over all the protected
species, between Ns0 and the relative abundance of the species, all divided by Ns0. In
other words, the maximal deviation is equal to maxk2S : sk protected ðNs0 � fkÞj j=Ns0.

11.5 Reserve Minimizing the Average Kinship
of Individuals of a Given Species Present in It

11.5.1 Kinship Between Two Individuals

A general and relevant problem in the field of biological conservation is to define, for
a certain species, a sub-population of a given population, respecting certain con-
straints and having “good” genetic diversity. It is recognized that genetic diversity is
essential for the survival of species. Several authors have demonstrated that a good
measure of genetic diversity in a population is the overall kinship of that population.
In 1948, Malécot defined the kinship coefficient between two individuals, Ik and Il, as
the probability that two randomly selected alleles, one on each individual and at any
locus, are identical by descent. Two alleles are identical by descent when they are
copies of a single allele of a common ancestor. If the pedigree of the population of
interest is known, the kinship coefficients between any pair of individuals can be
calculated according to simple rules (see below). The general problem considered is
thus to extract from a given population a sub-population of minimum overall kin-
ship. If we are interested in a population consisting of the individuals I1,
I2,…, Im, and if akl is the kinship coefficient between the individuals Ik and Il, then
the average global kinship of this population is, by definition, equal to ð1=m2ÞPm

k¼1

Pm
l¼1 akl .

Calculation of kinship coefficients. Let us consider two disjoint generations and
calculate the kinship coefficients of the individuals of the generation g + 1 from the
kinship coefficients of the individuals of generation g. For each individual Ik of
the generation g + 1 let us denote by Ik1 and Ik2 its two parents – belonging to the
generation g. Recall that, for two individuals Ik and Il of a generation, we denote by
akl the kinship coefficient between these two individuals. For 2 individuals Ik and Il of
the generation g + 1, the kinship coefficient between these two individuals, akl , is
equal to ðak1l1 þ ak1l2 þ ak2l1 þ ak2l2Þ=4. The kinship coefficient of an individual Ik with
itself, akk , is equal to 0:5 ð1þ ak1k2Þ.
Example 11.1. Let us consider an initial – founder – population composed of 10
individuals, 4 males, m1, m2, m3, and m4, and 6 females, f1, f2, f3, f4, f5, and f6.
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TAB. 11.5 – Optimal reserves associated with the data in figure 11.3. These reserves maximize the weighted sum of the species richness and
abundance, taking into account constraints on relative abundance and budget, when w2 = 1, eþk ¼ e�k ¼ 0:3 ; k ¼ 1;. . .; 15.

Budget
(B)

w1 Economic
function
value

Used
budget

Zones forming the reserve Number of
protected
species

Number of
protected
individuals

Protected species and their population sizes Max.
deviation

10 1 62 9 z1 z14 z15 z19 6 56 s2(10) s3(7) s5(10) s8(7) s10(10) s11(12) 0.2857
10 116 9 z1 z14 z15 z19 6 56 s2(10) s3(7) s5(10) s8(7) s10(10) s11(12) 0.2857

14 1 87 14 z7 z9 z14 z16 z19 9 78 s2(9) s4(10) s5(10) s7(8) s8(7) s10(8) s11(10) s13(8) s14(8) 0.1923
10 168 14 z7 z9 z14 z16 z19 9 78 s2(9) s4(10) s5(10) s7(8) s8(7) s10(8) s11(10) s13(8) s14(8) 0.1923

18 1 98 16 z5 z6 z7 z8 z9 z10 z16 9 89 s4(12) s6(9) s7(12) s8(8) s9(7) s10(7) s11(12) s13(11) s14(11) 0.2921
10 187 18 z7 z9 z11 z14 z16 z19 10 87 s2(9) s4(10) s5(10) s7(10) s8(7) s10(8) s11(10) s12(7) s13(8) s14(8) 0.1954

22 1 118 20 z8 z9 z11 z12 z14 z15 z16 z18
z19

10 108 s2(13) s4(12) s5(14) s7(10) s8(9) s10(10) s11(14) s12(9) s13(9) s14(8) 0.2963

10 216 22 z1 z5 z6 z8 z9 z10 z13 z16 z17 11 106 s2(12) s3(7) s4(12) s6(9) s7(12) s8(8) s9(12) s10(7) s11(7) s13(9) s14(11) 0.2736

TAB. 11.6 – Optimal reserves associated with the data in figure 11.3. These reserves maximize the weighted sum of the species richness and
abundance, taking into account constraints on relative abundance and budget, when w2 = 1, eþk ¼ e�k ¼ 0:5; k ¼ 1;. . .; 15.

Budget
(B)

w1 Economic
function
value

Used
budget

Zones forming the reserve Number of
protected
species

Number of
protected
individuals

Protected species and their population sizes Max.
deviation

10 1 78 10 z12 z14 z15 z16 z19 7 71 s2(9) s4(7) s5(14) s7(8) s8(9) s10(10) s11(14) 0.3803
10 154 10 z4 z9 z10 z13 10 54 s2(8) s4(3) s6(4) s7(4) s8(8) s10(7) s11(3) s13(6) s14(8) s15(3) 0.4815

14 1 97 14 z9 z12 z14 z15 z16 z19 9 88 s2(9) s4(10) s5(14) s7(8) s8(9) s10(10) s11(14) s13(6) s14(8) 0.4318
10 192 13 z1 z4 z6 z8 z12 z13 z16 z19 12 72 s2(9) s3(7) s4(9) s5(7) s6(4) s7(8) s8(9) s9(3) s11(7) s13(3) s14(3) s15(3) 0.5000

18 1 117 18 z1 z12 z13 z14 z15 z16 z19 z20 9 108 s2(18) s3(7) s4(7) s5(14) s7(16) s8(11) s10(10) s11(17) s15(8) 0.5000
10 208 18 z1 z5 z6 z8 z9 z10 z13 z16 11 98 s2(9) s3(7) s4(12) s6(9) s7(12) s8(8) s9(7) s10(7) s11(7) s13(9) s14(11) 0.3469

22 1 144 22 z5 z6 z8 z9 z10 z12 z14 z15 z16 z19 11 133 s2(9) s4(12) s5(14) s6(9) s7(12) s8(17) s9(7) s10(17) s11(16) s13(9) s14(11) 0.4211
10 243 22 z5 z6 z8 z9 z10 z12 z14 z15 z16 z19 11 133 s2(9) s4(12) s5(14) s6(9) s7(12) s8(17) s9(7) s10(17) s11(16) s13(9) s14(11) 0.4211
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The kinship coefficients of this population are given by the matrix in figure 11.4.
The overall kinship of this population is, by definition, equal to ð10� 0:5Þ=
100 ¼ 0:05. Let us now consider a hypothetical population of 10 individuals gen-
erated, from the 10 individuals in the initial population, by the matings shown in
table 11.7.

The kinship coefficients, akl , in the generated population are given by the matrix in
figure 11.5. Themean kinship coefficient of the generated population is equal to 0.085.

11.5.2 The Problem and its Mathematical Programming
Formulation

More specifically, we are concerned here with a set of zones, Z ¼ fz1; z2;. . .; zng,
which are likely to be protected and a single species, s, living in these zones and

 
1m  2m  3m

 4m  1f  2f  3f  4f  5f  6f  

1m  0.5 0 0 0 0 0 0 0 0 0 

2m  0 0.5 0 0 0 0 0 0 0 0 

3m
 

0 0 0.5 0 0 0 0 0 0 0 

4m  0 0 0 0.5 0 0 0 0 0 0 

1f  0 0 0 0 0.5 0 0 0 0 0 

2f  0 0 0 0 0 0.5 0 0 0 0 

3f  
0 0 0 0 0 0 0.5 0 0 0 

4f  0 0 0 0 0 0 0 0.5 0 0 

5f  
0 0 0 0 0 0 0 0 0.5 0 

6f  
0 0 0 0 0 0 0 0 0 0.5 

FIG. 11.4 – Kinship coefficient matrix of the founder population.

TAB. 11.7 – Matings in the initial population and associated
offspring.

Mating Offspring size Generated individuals

ðm1; f1Þ 2 I1 I2
ðm1; f2Þ 1 I3
ðm2; f1Þ 1 I4
ðm3; f3Þ 1 I5
ðm3; f4Þ 2 I6 I7
ðm4; f5Þ 1 I8
ðm4; f6Þ 2 I9 I10
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considered critically endangered. The individuals of this species, I1, I2,…, Im, are
distributed over the different zones. The set of these individuals is designated by
I and the set of corresponding indices, by I. The protection of a zone makes it
possible to protect all the individuals present on this zone. For i = 1, 2,…, n and
k = 1,…, m, the presence of the individual Ik on zone zi is defined by the coefficient
aki. This coefficient is equal to 1 if and only if the individual Ik is present on zone zi,
and to 0 otherwise. We know the kinship coefficient, αkl, associated with each pair of
individuals {Ik, Il}, including the coefficient αkk for k = 1, 2,…, m. The problem
considered is to determine the best set of zones to be protected – a reserve – taking
into account a budget constraint and the number of individuals one wishes to
protect. The value of a reserve, R, is the average kinship coefficient of the population
of individuals protected by R, and this coefficient should be minimized. Let us asso-
ciate to each zone zi the Boolean variable xi which is equal to 1 if and only if zone zi is
protected. The individual Ik is protected if and only if the zone where it is present is
protected, i.e., if and only if variable xi such that aki = 1 is equal to 1. Let us associate
to each individual Ik a Boolean variable, yk, which is equal to 1 if and only if the
individual Ik is protected – because of the zone protections. By noting ni the number of
individuals present in zone zi, the number of protected individuals is equal toP

i2Z nixi where Z denotes the set of indices of the elements of Z. This number must

be equal to NI and the mean kinship coefficient is equal to
P

ðk;lÞ2I 2 aklykyl=NI2. The

problem considered can thus be formulated as the mathematical program P11.9.

 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 

I1 0.5 0.25 0.125 0.125 0 0 0 0 0 0 

I2 0.25 0.5 0.125 0.125 0 0 0 0 0 0 

I3 0.125 0.125 0.5 0 0 0 0 0 0 0 

I4 0.125 0.125 0 0.5 0 0 0 0 0 0 

I5 0 0 0 0 0.5 0.125 0.125 0 0 0 

I6 0 0 0 0 0.125 0.5 0.25 0 0 0 

I7 0 0 0 0 0.125 0.25 0.5 0 0 0 

I8 0 0 0 0 0 0 0 0.5 0.125 0.125 

I9 0 0 0 0 0 0 0 0.125 0.5 0.25 

I10 0 0 0 0 0 0 0 0.125 0.25 0.5 

FIG. 11.5 – Matrix of the kinship coefficients of the population composed of 10 individuals
generated from the founder population as shown in table 11.7.
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P11:9 :

min 1
NI2

P
ðk;lÞ 2 I 2

aklykyl

s.t:

P
i2Z

cixi �B ð11:9:1Þ j yk 2 f0; 1g k 2 I ð11:9:4Þ

P
k2I

yk ¼ NI ð11:9:2Þ j xi 2 f0; 1g i 2 Z ð11:9:5Þ

yk ¼
P
i2Z

akixi k 2 I ð11:9:3Þ j

�������������

8>>>>>>>>>>>><
>>>>>>>>>>>>:

Note that the matrix of the kinship coefficients ðaklÞðk;lÞ2I 2 is symmetrical and

positive semidefinite, resulting in the convexity of the economic function of P11.9.
This program, which thus consists in minimizing a convex quadratic function sub-
ject to linear constraints, can be directly submitted to a solver that can handle this
type of program – whose continuous relaxation is a quadratic and convex program.
It can also be linearized (see appendix at the end of the book). Suppose that, among
the individuals making up the population under consideration, the individuals
Ik ; k 2 K1�I , are males and the individuals Ik ; k 2 K2�I , are females (the sets K1

and K2 form a partition of I). Program P11.9 could easily be modified to require, for
example, that at least ρ1% of the protected individuals be males and at least ρ2% of
the protected individuals be females. It is sufficient to add to P11.9 the constraint set
C11.3.

C11:3 :

X
k2K1

yk � q1NI=100

X
k2K2

yk � q2NI=100

8>><
>>:

11.5.3 Example

Let us take again the population resulting from the founder population described in
figure 11.4 and composed of 10 individuals, generated according to the information
in table 11.7 and whose kinship coefficients are given in figure 11.5. Suppose that in
this generated population, the first 5 individuals – indexed from 1 to 5 – are males,
designated by M1, M2, M3, M4, and M5, and the next 5 – indexed from 6 to 10 – are
females, designated by F1, F2, F3, F4, and F5. Consider a new population of 10
individuals resulting from the matings described in table 11.8. These 10 individuals
are again denoted I1, I2,…, I10.

The kinship coefficient matrix of the generated population is given in figure 11.6.
The average kinship of this population is equal to 0.10875. Let us now consider a set
of 7 zones that can be protected to form a reserve. Figure 11.7 shows, for each of
these zones, the individuals of the population I1, I2,…, I10, described in figure 11.6,
present in these zones. Table 11.9 presents the optimal reserves, i.e., those that
minimize the average kinship of the individuals in these reserves, for different values
of the available budget, B, and the number of individuals to be protected, NI. These
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reserves are obtained by resolving P11.9. Suppose that, among the ten individuals
making up the population under consideration, i.e., the population described in
figure 11.6, the individuals Ik ; k ¼ 1;. . .; 4, are males and the individuals
Ik ; k ¼ 5;. . .; 10, are females. The following constraint is now imposed: at least 30%
of the protected individuals must be males and at least 50% of the protected indi-
viduals must be females. The results obtained with these additional constraints are
presented in table 11.10.

A variant of this problem is to select a reserve that minimizes the average global
kinship of the protected population, but without constraints on the number of
individuals to be protected. As before, the selected reserve must respect the avail-
able budget and the proportion of males and females. One way to solve this problem
is to solve a series of programs P11.9 – with the addition of the constraint set C11.3 –
by giving the parameter NI all the possible values and then to choose the best
solution – the one that minimizes the average global kinship. This problem can be
solved more quickly by program P11.9 – with the addition of the constraint set C11.3 –

in which NI is no longer a fixed number but becomes an integer variable. We then

 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 

I1 0.5 0.0625 0.03125 0.03125 0.03125 0.15625 0.09375 0.09375 0.03125 0.03125 

I2 0.0625 0.5 0.0625 0.0625 0.15625 0.03125 0.03125 0.03125 0.0625 0.0625 

I3 0.03125 0.625 0.5 0.25 0.15625 0 0 0 0.03125 0.03125 

I4 0.03125 0.625 0.25 0.5 0.15625 0 0 0 0.03125 0.03125 

I5 0.03125 0.15625 0.15625 0.15625 0.5 0 0 0 0.0625 0.0625 

I6 0.15625 0.03125 0 0 0 0.5 0.1875 0.1875 0.03125 0.03125 

I7 0.09375 0.03125 0 0 0 0.1875 0.5 0.25 0.03125 0.03125 

I8 0.09375 0.03125 0 0 0 0.1875 0.25 0.5 0.03125 0.03125 

I9 0.03125 0.0625 0.03125 0.03125 0.0625 0.03125 0.03125 0.03125 0.5 0.25 

I10 0.03125 0.0625 0.03125 0.03125 0.0625 0.03125 0.03125 0.03125 0.25 0.5 

FIG. 11.6 – Kinship coefficients of the ten individuals generated by the population described
in figure 11.5, from the matings described in table 11.8.

TAB. 11.8 – Matings in the population described in figure 11.5
and associated offspring.

Mating Number of offspring Generated individuals

ðM1;F1Þ 1 I1
ðM2;F4Þ 1 I2
ðM3;F3Þ 2 I3 I4
ðM3;F4Þ 1 I5
ðM4;F1Þ 1 I6
ðM4;F2Þ 2 I7 I8
ðM5;F5Þ 2 I9 I10
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obtain a fractional program for which the auxiliary problem consists in minimizing
the parameterized quadratic function in integer variables

P
ðk;lÞ2I 2 aklykyl � kNI2,

subject to constraints 11.9.1–11.9.5 and C11.3. The results obtained using the
Dinkelbach algorithm (see appendix at the end of the book) are presented in
table 11.11.

TAB. 11.9 – Optimal reserves, under a budgetary constraint, associated with figures 11.6 and
11.7: Minimizing average kinship, taking into account the number of individuals to be
protected and the available budget.

Available
budget
(B)

Number of individuals
to be protected (NI)

Optimal
reserve

Cost of
the

reserve

Protected
individuals

Average
kinship

4 5 z2 z4 z5 4 I2 I3 I4 I5 I9 0.2275
5 5 z2 z5 z6 5 I2 I4 I5 I7 I9 0.1700
6 5 z2 z5 z6 5 I2 I4 I5 I7 I9 0.1700
7 5 z1 z4 z5 z6 7 I1 I3 I4 I7 I9 0.1425
8 5 z1 z4 z5 z6 7 I1 I3 I4 I7 I9 0.1425
9 5 z1 z4 z5 z6 7 I1 I3 I4 I7 I9 0.1425

z1  z2  

I1 I2  I5  

z3   z5 

I6  I10 z4 I4  I9 

z6 I3  

I7 I8 z7 

FIG. 11.7 – Seven zones, z1, z2,…, z7, are candidates for protection and ten individuals of the
same species, I1, I2,…, I10, living in these zones are concerned. For each zone, the individuals
present are indicated. The cost of protecting the white zones is equal to 1 unit, the cost of
protecting the light grey zones is equal to 2 units and the cost of protecting the dark grey
zones is equal to 4 units. For example, the individuals I6 and I10 are present in zone z3, and the
cost of protecting this zone is 4 units.
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TAB. 11.11 – Optimal reserves, under a budgetary constraint, associated with figures 11.6
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Chapter 12

Climate Change

12.1 Introduction
It is widely accepted that human activities are causing an increase in the concen-
trations of greenhouse gases in the Earth’s atmosphere and thus causing an increase
in its average temperature. This warming, even modest, by modifying the behaviour
of the air masses in the atmosphere, leads to climate change, i.e., changes in average
values, measured over long periods and over specific geographical zones, concerning,
for example, temperature, precipitation and winds. It is also recognized that climate
change is a major threat to biodiversity and that the system of protected zones is a
very effective solution to combat this threat. However, climate change is creating
major challenges in the design and management of protected zones. By designing
reserves without accounting for the effects of climate change, the biodiversity, cur-
rently protected by these reserves, may no longer be protected in the near or more
distant future. In the previous chapters, the definition of protected zones is largely
based on current observations. In these chapters, the general idea behind decisions
to protect, or not to protect, a zone is that certain species live in a given zone that is
a priori a favourable habitat for them and that protection of that zone, therefore,
contributes to the protection of those species. There is no anticipation in this rea-
soning of possible changes in the quality of the habitat that this zone provides for the
species considered. It is therefore quite possible that these species, by not being able
to adapt to the effects of climate change in this zone, will disappear completely from
this zone. However, some anticipation is present in the previous chapters when
assigning survival probabilities to the species or when considering that different
scenarios may occur in the future (chapters 7, 8, 9, and 10). It has been observed
that the ranges of some species are shifting significantly towards the poles, mountain
tops or ocean depths, probably in response to increases in temperature. Some spe-
cies, such as the pine processionary caterpillar, are able to move quickly to maintain
zones of habitat that are favourable to them. Other species, such as trees, are much
slower in these movements. It was also found that other species appeared to be
unable to adapt to change, in part because of the rate of change. For these species,
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natural selection will take place. Climate change may also result in the proliferation
of certain species and thus a profound change in the quality of the habitat of other
species. In summary, climate change may cause many species present in a reserve to
lose much of the habitat that is currently favourable to them in that reserve. Some of
this habitat may disappear or be moved outside the reserve. The definition and also
the management of protected areas must therefore take into account the impacts of
climate change using, for example, bioclimatic models, even though there is great
uncertainty about the effects of these impacts, their significance and when they will
occur. The reserves defined must have the capacity to be as resilient as possible to
climate change. Note that the properties of contiguity – or connectivity – and
compactness of reserves (chapters 3 and 4) and the concepts of fragmentation and
biological corridors (chapters 2 and 6) are particularly important in the context of
climate change.

Protected zones and the way they are managed also contribute to slowing cli-
mate change, in particular by capturing and storing carbon in natural ecosystems.
Thus, increasing the size of protected zones and possibly changing their manage-
ment to sequester more carbon are important actions to combat climate change.
Protected zones can, for example, limit the loss of forests, which is considered an
important cause of climate change since forests contain the largest terrestrial carbon
stock (forests themselves are directly threatened by climate change). Grasslands also
contain large reserves of carbon. This aspect should be increasingly taken into
account in the choice of zones to be protected. The protection of certain zones may
be more effective than the construction of specific infrastructure to combat natural
disasters such as floods and storms. Of course, protected zones are not a complete
solution and cannot replace efforts to reduce emissions at source. In conclusion,
predictions of the effects of climate change are, therefore, becoming important fac-
tors to be taken into account in the selection and management of protected zones.

12.2 Three Fundamental Problems of Reserve Selection,
Under a Budgetary Constraint, Without Taking
Climate Change into Account

All of the issues discussed in the previous chapters can be revisited with climate
change in mind. To illustrate this approach, we consider three basic problems, two of
which have already been discussed in previous chapters (sections 1.3.1 and 1.3.2 of
chapter 1). The issues raised by the consideration of climate change and the
approach taken in this chapter would easily extend to other problems concerning the
optimal design and management of networks of protected zones. We briefly present
these three problems in which climate change is not taken into account. S = {s1,
s2,…, sm} is the set of species, animal or plant, that we are interested in, Z =
{z1, z2,…, zn} is the set of zones that we may decide to protect or not, and only one
level of protection is possible. The set of protected zones is called a reserve. As
already mentioned, to facilitate the presentation we are interested here in a set of
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species, but the approaches presented here could just as well apply to other aspects
of biodiversity. The set of indices for the species in S is denoted by S and the set of
indices for the zones in Z is denoted by Z. B is the available budget and ci, i 2 Z , is
the cost of protecting zone zi. The cost of protecting a set of zones, R�Z , is equal to
the sum of the costs of protecting each of the zones in that set. The Boolean
variables xi, i 2 Z , and yk, k 2 S , are used to formulate these problems as mathe-
matical programs. By definition, xi = 1 if and only if zone zi is selected for protection
– for forming the reserve – and yk = 1 if and only if species sk is protected by the
reserve.

12.2.1 Problem I: Choice of a Reserve Protecting
the Greatest Possible Number of Species –
of a Given Set – Knowing that the Protection
of Each Zone Makes it Possible to Protect a
Certain Set of Species

This problem, already discussed in section 1.3.1 of chapter 1, is to determine a set of
zones to be protected – a reserve – within an available budget, so as to protect as
many species as possible. Here, it is considered that a reserve, R, protects species sk,
from a certain instant, if and only if this species is protected by at least one of the
zones of R. For each of species sk, the list of candidate zones whose protection leads
to the protection of sk is known. We denote by Zk the set of these zones and by Zk the
set of corresponding indices. This problem can be formulated as program P12.1.

P12:1 :

max
P
k2S

yk

s.t:

yk �
P
i 2Zk

xi k 2 S ð12:1:1Þ j xi 2 f0; 1g i 2 Z ð12:1:3Þ
P
i2Z

cixi �B ð12:1:2Þ j yk 2 f0; 1g k 2 S ð12:1:4Þ

��������

8>>>>>><
>>>>>>:

12.2.2 Problem II: Selection of a Reserve Protecting
as many Species – of a Given Set – as Possible,
Knowing that a Species is Protected if its Total
Population Size in the Reserve Exceeds a Certain
Value

This problem, already discussed in section 1.3.2 of chapter 1 consists of determining
a set of zones to be protected, taking into account the available budget, so as to
protect the greatest possible number of species. Here, it is considered that a reserve,
R, protects species sk, k 2 S , if and only if the total population size of that species in
the reserve is greater than or equal to a threshold value, hk . The population size of
each species in each of the candidate zones is known and denoted by nik, i 2 Z ; k 2 S .
This problem can be formulated as program P12.2.
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P12:2 :

max
P
k2S

yk

s.t:

hkyk �
P
i 2Z

nikxi k 2 S ð12:2:1Þ j xi 2 f0; 1g i 2 Z ð12:2:3Þ
P
i2Z

cixi �B ð12:2:2Þ j yk 2 f0; 1g k 2 S ð12:2:4Þ

�������

8>>>>><
>>>>>:

12.2.3 Problem III: Selection of a Reserve that Provides
Each Species – of a Given Set – with a Favourable
Habitat Area as Close as Possible to a Target Value

This problem consists in determining a set of zones to be protected – a reserve – taking
into account an available budget, B, so as to ensure for each of the species under con-
sideration a total area of favourable habitat, included in the reserve, as close as possible
toa targetvalue.For each species sk, the areaofhabitat in zone zi that is favourable to it is
known; it is denoted by aik, i 2 Z ; k 2 S . The target value for species sk is denoted by
mink, k 2 S . This problem can be formulated as program P12.3, which uses, in addition
to variables xi, the positive or null variables gk that express the gap between the total
area of habitat in the reserve favourable to species sk and the target value for this
species, mink, k 2 S . This gap is only taken into account if the total area of habitat in
the reserve favourable to species sk is less than mink.

P12:3 :

min
P
k2S

nkgk

s.t:

P
i2Z

aikxi þ gk � mink k 2 S ð12:3:1Þ j xi 2 f0; 1g i 2 Z ð12:3:3Þ
P
i2Z

cixi �B ð12:3:2Þ j gk � 0 k 2 S ð12:3:4Þ

�������

8>>>>><
>>>>>:

A “goal programming” approach is used here, which aims to achieve, taking into
account a budgetary constraint, some objectives of protection for each species with a
penalty when these objectives are not achieved. For each species sk, this penalty is
equal to the product of a positive number, ξk, by the difference between the total
area of habitat in the reserve favourable to species sk and the target value, mink. This
approach may be interesting compared to imposing strict targets because, for var-
ious reasons, these targets may be unachievable. Note that the economic function of
P12.3 expresses the sum of the penalties associated with each species.

12.3 Taking into Account a Certain and Known Climate
Evolution in Problems I, II and III

Let us revisit the previous problems in the light of climate change predictions. In this
section, we make the – strong – assumption that there is no uncertainty regarding
these predictions. The management horizon, T, consists of r periods T1,…, Tr and
all the decisions regarding the zones to be protected are made at the beginning of the
management horizon. We set T = {1,…, r}.
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12.3.1 Problem I

With regard to the extension of Problem I, it is assumed that certain zones con-
stitute a favourable habitat for sk, k 2 S , at certain periods but that this is no longer
the case at later periods, even if these zones are protected, because of climate
change. Conversely, some zones, at certain periods, do not constitute a favourable
habitat for certain species but these zones become a favourable habitat in later
periods. We thus assume, in a very general way, that we know Zkt, the set of zones of
Z which, if they are protected at the beginning of the horizon considered, constitute
a favourable habitat for species sk during the period Tt. Zkt designates the set of
indices of these zones. The definition of the sets Zkt requires important prospective
studies. The problem that then arises is to determine a set of zones to be protected,
at a cost less than or equal to a given value, and optimal with regard to the con-
servation of the species under consideration. The tricky question is: what is an
optimal reserve? The aim here is to determine a reserve that maximizes, within an
available budget, the number of species for which, at each period of the time horizon
under consideration, at least one zone of the reserve constitutes a habitat that is
favourable to them. It can be assumed, for example, that the species living at a
certain time in a zone favourable to them will move over time to other zones if that
initial zone is no longer favourable to them. In a first step, we do not consider
precisely these movement problems, but we could look at connected reserves
(chapter 3) or reserves whose different units are linked by biological corridors
(chapter 6). Indeed, the connectivity properties of reserves can significantly help
certain species to adapt to climate change.

To formulate this problem by mathematical programming, we use the Boolean
variable xi; i 2 Z , which takes the value 1 if and only if zone zi is protected at the
beginning of the horizon considered, and therefore throughout this horizon, and the
Boolean variable yk, k 2 S ; which takes the value 1 if and only if species sk has, at
each period of the horizon considered, at least one protected zone which constitutes
a favourable habitat for it. It should be remembered that the decisions to protect
zones – and the implementation of these protections – are made at the beginning of
the horizon, without the possibility of modification. We obtain program P12.4 which
is none other than program P12.1 in which constraints 12.1.1 are replaced by con-
straints yk �

P
i2Zkt

xi, k 2 S ; t 2 T . According to these constraints and the eco-

nomic function to be maximized, variable yk takes the value 1, at the optimum of the
program, if and only if, at all the periods of the horizon, at least one of the zones of
R constitutes a favourable habitat for species sk.

P12:4 :

max
P
k2S

yk

s.t:

yk �
P
i2Zkt

xi k 2 S ; t 2 T ð12:4:1Þ j xi 2 f0; 1g i 2 Z ð12:4:3Þ
P
i2Z

cixi �B ð12:4:2Þ j yk 2 f0; 1g k 2 S ð12:4:4Þ

�������

8>>>>><
>>>>>:
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As mentioned earlier, climate change may force some species to migrate from one
zone to another. Let us now look at how to modify the wording of Problem I to take
these potential migrations into account. It is assumed, as before, that the set of
zones in Z, Zkt, which are favourable habitat for species sk during the period Tt, are
known for all k 2 S and for all t 2 T . It is now considered that a zone zi of the
reserve protects species sk in the period Tt if, on the one hand, the habitat in zi is
favourable to species sk in the period Tt, i.e., if zi 2 Zkt , and, on the other hand, if
zone zi or a zone adjacent to zi already protected species sk in the period Tt−1. It is
assumed for all k 2 S , that species sk is protected by the reserve, during the first
period, if at least one of the zones in Zk1 belongs to the reserve. Implicit in these
hypotheses is the assumption that, to some extent, the species are able to move
around the reserve. Therefore, the focus is now on determining a reserve that
maximizes, within an available budget, the number of species protected, a species
being protected if it is protected at each period of the time horizon considered and,
therefore, at the end of the horizon. This new version of Problem I can be formulated
as program P12.5 in which the meaning of variable yk, k 2 S , is the same as in
programs P12.4. We also use the Boolean variable aikt , i 2 Z ; k 2 S ; t 2 T . This
variable takes the value 1 if and only if zone zi protects species sk during the period
Tt, i.e., if and only if the following three conditions are satisfied: (1) zone zi is
selected to be part of the reserve ðxi ¼ 1Þ, (2) the habitat of zone zi is favourable to
species sk at the period Tt ðzi 2 ZktÞ, and (3) zone zi, or a zone adjacent to zi already
protected species sk at the period Tt−1. This third condition is to be satisfied only
from the second period of the horizon ðt� 2Þ.

P12:5 :

max
P
k2S

yk

s.t:

aikt � xi i 2 Z ; k 2 S ; t 2 T ð12:5:1Þ

aikt ¼ 0 k 2 S ; t 2 T ; i 2 Z � Zkt ð12:5:2Þ

aikt � aikt�1 þ
P

j2Adji
ajkt�1 i 2 Z ; k 2 S ; t 2 T ; t� 2 ð12:5:3Þ

yk �
P

i 2Zkt

aikt k 2 S ; t 2 T ð12:5:4Þ
P
i2Z

cixi �B ð12:5:5Þ

xi 2 f0; 1g i 2 Z ð12:5:6Þ

yk 2 f0; 1g k 2 S ð12:5:7Þ

aikt 2 f0; 1g i 2 Z ; k 2 S ; t 2 T ð12:5:8Þ

������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

Constraints 12.5.1 require variable aikt , i 2 Z ; k 2 S ; t 2 T , to take the value 0 if
zone zi is not selected. Constraints 12.5.2 require variable aikt ,
k 2 S ; t 2 T ; i 2 Z � Zkt , to take the value 0. Indeed, in this case, zone zi does not
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constitute a favourable habitat for species sk during the period Tt. In other cases,
variable aikt may take a priori the value 1 but because of constraint 12.5.3 it can only
take the value 1 if at least one of the variables in the set faikt�1g[ fajkt�1; j 2 Adjig
was already taking the value 1. Adji designates the set of indices of the zones
adjacent to zone zi. This last constraint thus reflects the fact that zone zi cannot
protect species sk during period Tt if this zone or a zone adjacent to it did not
already protect this species during the previous period, Tt−1. Because of the eco-
nomic function to be maximized and constraints 12.5.4, variable yk takes the value 1,
at the program optimum, if, for each period Tt, at least one of variables aikt , i 2 Zkt ,
takes the value 1.

Example 12.1. Let us illustrate this new version of Problem I and its resolution by
program P12.5 on a small example with 7 candidate zones, 10 species, and 4 periods.
Figure 12.1 describes this example by presenting, for each of the zones, the species
for which these zones constitute a favourable habitat and this for each of the 4
periods.

z1 

T1 : s5  s9 

T2 : s5  s7  s9 

T3 : s7  s8 

T4 : s7  s8 

 z2 

T1 : s5  s10 

T2 : s5  s10 

T3 : s5  s10 

T4 : s5  s10 

z3 

T1 : s3  s8 

T2 : s3  s8 

T3 : s3  s8 

T4 : s8 

 

z4 

T1 : s4  s7 

T2 : s4  s6  s7 

T3 : s4  s6 

T4 : s4  s6 

  z5 

T1 : s3  s8 

T2 : s3  s8 

T3 : s2  s3 

T4 : s2  s3 

 

   

z6 

T1 : s1  s4  s6 

T2 : s1  s4 

T3 : s1  s4 

T4 : s1 

   z7 

T1 : s2  s3  s5 

T2 : s2  s3  s5 

T3 : s3  s5 

T4 : s3  s5 

   

FIG. 12.1 – Seven zones, z1, z2,…, z7, are candidates for protection and 10 species, s1,
s2,…, s10, living in these zones, in the first period, are concerned. For each zone zi and each
period Tt, the species for which the zone in question constitutes a favourable habitat (if
protected), during the period considered are indicated. The cost of protecting the white zones
is equal to 1 unit, the cost of protecting the light grey zones is equal to 2 units and the cost of
protecting the dark grey zones is equal to 4 units. For example, zone z5, if protected, provides
a favourable habitat for species s3 and s8 in the first two periods and for species s2 and s3 in the
next two periods. The cost of protecting this zone is equal to 2 units.
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TAB. 12.1 – Optimal reserves and associated protected species obtained by resolving P12.5 in the case of the example shown in figure 12.1, for
different values of the available budget, B.

B Used budget Reserve Protected species B Used budget Reserve Protected species

1 1 z2 s5 s10 8 8 z1 z2 z4 z6 z7 s1 s3 s4 s5 s6 s7 s10
2 2 z2 z6 s1 s5 s10 9 8 z1 z2 z4 z6 z7 s1 s3 s4 s5 s6 s7 s10
3 2 z2 z6 s1 s5 s10 10 8 z1 z2 z4 z6 z7 s1 s3 s4 s5 s6 s7 s10
4 4 z2 z4 z6 s1 s4 s5 s6 s10 11 8 z1 z2 z4 z6 z7 s1 s3 s4 s5 s6 s7 s10
5 4 z2 z4 z6 s1 s4 s5 s6 s10 12 12 z1 z2 z3 z4 z6 z7 s1 s3 s4 s5 s6 s7 s8 s10
6 6 z2 z4 z6 z7 s1 s3 s4 s5 s6 s10 13 12 z1 z2 z3 z4 z6 z7 s1 s3 s4 s5 s6 s7 s8 s10
7 6 z2 z4 z6 z7 s1 s3 s4 s5 s6 s10 14 12 z1 z2 z3 z4 z6 z7 s1 s3 s4 s5 s6 s7 s8 s10
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The optimal reserves obtained, taking into account the available budget, are
presented in table 12.1. It can be seen from this table that even if a budget were
available to protect all the 7 zones, only 8 out of the 10 species could be protected.
This is due to the two phenomena presented above: (1) a zone constitutes a
favourable habitat for a species at a certain period but this is no longer the case at a
later period, and (2) a protected zone can protect a given species at a period Tt only
if that zone or one of its adjacent zones already protected that species at period Tt−1.
So, the maximal number of species that can be protected is 8 and the cheapest
solution to obtain this protection is to protect all the zones except z5, which costs 12
units.

Figure 12.2 shows the optimal reserve when the available budget is equal to 7
units, and the species protected by the different zones during the 4 periods. Only

T1     T2    
  z2 :  s5 s10     z2 :  s5 s10  

          

z4 : s4 s7 

 
   z4 : s4 s6 s7 

 
  

          

z6 : s1 s4 s6 

 
   z6 : s1 s4    

z7 : s2 s3 s5 
 

 

   z7 : s2 s3 s5 

 T3      T4     

 z2 :  s5 s10     z2 :  s5 s10  

           

z4 : s4 s6     z4 : s4 s6    

           

z6 : s1 s4     z6 : s1    

  z7 : s3 s5 

 
   z7 : s3 s5 

 

FIG. 12.2 – Optimal solution for a budget of 7 units; species protected by the reserve during
the 4 periods of the considered horizon. In period T1, 8 species are protected; in period T2,
these 8 species are still protected but species s6 has migrated from zone z6 to zone z4; in period
T3, there are only 6 species protected since species s2 and s7 are no longer protected, the other
species have not migrated; finally in period T4, there are still 6 species protected although
species s4 is no longer protected by zone z6 but zone z4 still protects this species. The 6 species
did not have to migrate.
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species s1, s3, s4, s5, s6, and s10 are protected in each period of the horizon
considered.

12.3.2 Problem II

With regard to the extension of Problem II, it is assumed, on the one hand, that
climate change is causing a change in the population size of the species in each
candidate protected zone over time and, on the other hand, that it is possible to
estimate this change. Let nikt, ði; k; tÞ 2 Z � S � T , be the predicted population size
of species sk, in the protected zone zi and during the period Tt. Species sk is assumed
to survive in a given reserve, R, in period Tt if its total population size in that reserve
is greater than or equal to hk . It is assumed here that this threshold value is not
time-dependent, but it would be easy to consider the more general case where this
value is time-dependent. This value would then be denoted by hkt. The problem that
emerges in the case of Problem II is to determine a set of zones to be protected from
the beginning of the considered horizon, with a cost less than or equal to a given
value, and optimal with regard to the conservation of the species under considera-
tion. As in Problem I, it is necessary to define what constitutes an optimal reserve.
As in Problem I, the aim is to determine a reserve that maximizes, within an
available budget, the number of species that survives at the end of the considered
horizon. For this problem, the natural assumption is that a species survives at the
end of the horizon if it survives at each period of the horizon, i.e., as noted above, if
its population size in the reserve, at each period, is greater than or equal to the
threshold value.

To formulate this problem by mathematical programming, we use, as for
Problem I, the Boolean variable xi; i 2 Z , which takes the value 1 if and only if zone
zi is protected at the beginning of the horizon considered and therefore throughout
this horizon, and the Boolean variable yk ; k 2 S , which takes the value 1 if and only
if species sk survives until the end of the horizon considered. We obtain program
P12.6 which is none other than program P12.2 in which constraints 12.2.1 are replaced
by constraints hkyk �

P
i 2Z niktxi, k 2 S ; t 2 T . These constraints allow variable yk

to take, at the optimum of program P12.6, the value 1 if and only if, at all the periods
of the horizon, the population size of species sk in the reserve is greater than or equal
to the threshold value, hk .

P12:6 :

max
P
k2S

yk

s.t:

hkyk �
P
i 2Z

nikt xi k 2 S ; t 2 T ð12:6:1Þ j xi 2 f0; 1g i 2 Z ð12:6:3Þ
P
i2Z

cixi �B ð12:6:2Þ j yk 2 f0; 1g k 2 S ð12:6:4Þ

�������
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>>>>>:
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12.3.3 Problem III

12.3.3.1 Static Approach

With regard to Problem III, which has been adapted to take account of climate
change, it is assumed that the area of habitat favourable to species sk in zone zi is
known for all the periods of the time horizon considered if zone zi is protected from
the beginning of the horizon considered. This area is denoted by aikt,
i 2 Z ; k 2 S ; t 2 T . As before, the aim is to define an optimal reserve at the
beginning of the horizon under consideration. Thus, each candidate zone is pro-
tected, or not, from the beginning of the horizon and during all the periods of this
horizon. For this problem, a “goal programming” approach is adopted, i.e., one seeks
a reserve that ensures, for each of the species under consideration and at each period
of the horizon, a total area of favourable habitat – included in the reserve – as close
as possible to a target value. The target value for species sk is denoted by mink,
k 2 S . To simplify the presentation, it is assumed that it is not time-dependent.

To formulate this problem by mathematical programming, we use as previously
the Boolean variable xi ; i 2 Z ; which takes the value 1 if and only if zone zi is
protected at the beginning of the horizon considered and therefore throughout this
horizon, but also variable gkt, k 2 S ; t 2 T ; which expresses the gap between the
total area of habitat favourable to species sk in the reserve, at the period Tt, and the
target value for this species, mink – value independent of the period. This gap is only
taken into account if the total area of habitat favourable to species sk on the reserve
at time Tt is less than mink. In other words, gkt ¼ maxf0; ðmink �

P
i2Z aiktxiÞg. This

gives program P12.7, which corresponds to program P12.3 in which the economic
function is replaced by

P
k2S ;t2T nkgkt, and constraints 12.3.1 by constraintsP

i2Z aiktxi þ gkt �mink , k 2 S ; t 2 T . Note that the objective achieved by a given

reserve is evaluated globally since it is measured by the sum of the gaps over all
species and over all periods.

P12:7 :

min
P

k2S ; t2T
nkgkt

s.t:

P
i2Z

aiktxi þ gkt �mink k 2 S ; t 2 T ð12:7:1Þ
P
i2Z

cixi �B ð12:7:2Þ

xi 2 f0; 1g i 2 Z ð12:7:3Þ

gkt � 0 k 2 S ; t 2 T ð12:7:4Þ

��������������

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

The economic function expresses the weighted sum, for all the periods Tt and all
species sk, of the gaps between the total area of habitat favourable to species sk in the
reserve in period Tt and the period-independent target value for that species, mink. It is
assumed here that the weighting coefficient, nk , does not depend on t. Since constraint
12.7.4 requires gkt to be non-negative, these gaps are only considered if the total area of
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habitat favourable to species sk in the reserve at the time Tt is less than mink. Con-
straints 12.7.1 express the value of these gaps at the optimum of the program.

12.3.3.2 Dynamic Approach

Here we examine a “dynamic” variant of the extension of Problem III. The essential
difference with the “static” Problem III, presented in the previous section, is that the
configuration of the reserve can change over time. However, the decisions are made
at the beginning of the horizon (see section 12.3.3.3 for an issue where the decisions
may be questioned over time). Thus, at the beginning of each period, a certain
budget is available – Bt at the beginning of the period Tt – and a decision can be
made to acquire zones for protection but also to cede zones – which would no longer
be interesting – in order to increase the budget available at the beginning of this
period. It is assumed that the unused budget in a period is lost, but this assumption
could easily be changed (see chapter 1, section 1.4). The management horizon, T, is
formed as before of r periods T1,…, Tr and T designates the set of indices {1,…, r}.
As with the static problem, a reserve is searched to ensure that for each species
considered and each period of the horizon a total area of favourable habitat –

included in the reserve – is as close as possible to a target value. The target value for
species sk, k 2 S , is denoted by mink. To simplify the presentation it is assumed that
it is not period-dependent. It is assumed that the area of habitat favourable to
species sk in zone zi is known for all the periods of the time horizon considered. This
area is denoted by aikt, i 2 Z ; k 2 S ; t 2 T ; here it does not depend, a priori, on
whether zone zi is protected or not. However, some zones that have not yet been
included in the reserve at a given time may be allocated to certain activities that
cause them to lose their status as candidate zones for protection. More specifically,
as an example, we consider here, that the following two constraints should be taken
into account:

– (C12.1): A zone of the reserve that has been ceded at a certain period can no
longer be acquired at the beginning of a subsequent period to be returned to the
reserve.

– (C12.2): After a certain period of time, certain zones, which were available for
inclusion in the reserve, are no longer available if they have not already been
included in the reserve. Let us denote by Tt(i), i 2 Z , the period after which it is
no longer possible to acquire zone zi.

We denote by cit, i 2 Z ; t 2 T , the cost of acquisition of zone zi at the beginning
of the period Tt in order to protect it, vit, i 2 Z ; t 2 T , the cost of cession of zone zi
at the beginning of the period Tt, and Bt the budget available at the beginning of the
period Tt, not taking into account the cessions carried out at the beginning of the
period Tt. The proceeds of these cessions are considered to be available at the
beginning of the period Tt. It should therefore be added to Bt to define the total
budget available at the beginning of this period. The composition of the reserve can
thus change over time, but all the decisions regarding acquisitions and cessions are
made at the beginning of the considered horizon. The following Boolean variables
are used to formulate the problem as a mathematical program: yit, i 2 Z ; t 2 T ,
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which takes the value 1 if and only if zone zi is acquired at the beginning of the
period Tt, and uit, i 2 Z ; t 2 T , which takes the value 1 if and only if zone zi is ceded
at the beginning of the period Tt. The Boolean variable xit is also used, which takes
the value 1 if and only if zone zi is part of the reserve at the beginning of the period
Tt and thus throughout the period Tt. This variable thus takes the value 1 if and
only if zone zi was acquired at the beginning of one of the periods T1,…, Tt and not
ceded at the beginning of one of these same periods. The problem considered can be
formulated as the mathematical program P12.8.

P12:8 :

min
P

k2S ; t2T
nkgkt

s.t:

P
i2Z

aiktxit þ gkt �mink k 2 S ; t 2 T ð12:8:1Þ
P
i2Z

ci1xi1 �B1 ð12:8:2Þ
P
i2Z

cityit �Bt þ
P
i2Z

vituit t 2 T ; t� 2 ð12:8:3Þ

xit ¼ xit�1 þ yit � uit i 2 Z ; t 2 T ; t� 2 ð12:8:4Þ
yit þ uit � 1 i 2 Z ; t 2 T ; t� 2 ð12:8:5Þ

P
l¼tþ 1;...;r

yil � 1� uit i 2 Z ; t 2 T ; t� 2 ð12:8:6Þ
P

t¼tðiÞ;...;r
yit ¼ 0 i 2 Z ð12:8:7Þ

xit 2 f0; 1g i 2 Z ; t 2 T ð12:8:8Þ
yit 2 f0; 1g; uit 2 f0; 1g i 2 Z ; t 2 T ; t� 2 ð12:8:9Þ
gkt � 0 k 2 S ; t 2 T ð12:8:10Þ

�����������������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

The economic function of P12.8 expresses the weighted sum, for all the periods Tt

and all species sk, of the gaps between the total habitat area of the reserve favourable
to species sk, at the period Tt, and the target value for that species, mink – inde-
pendent of the period. These gaps, represented by variables gkt, are only accounted
for if the total area of habitat favourable to species sk in the reserve at time Tt is less
than mink. Constraints 12.8.1 combined with constraints 12.8.10 express the value of
these gaps at the program optimum. Constraint 12.8.2 expresses the budget con-
straint, for the first period, and constraints 12.8.3 express the budget constraint, for
all the other periods. Constraint 12.8.4 expresses that zone zi belongs to the reserve
in the period Tt (xit = 1) in the following cases: (1) it already belonged to the reserve
at the period Tt−1 (xit-1 = 1) and was not ceded at the beginning of the period Tt

(uit = 0), 2) it did not belong to the reserve at the period Tt−1 (xit-1 = 0) and was
acquired at the beginning of the period Tt (yit = 1). Constraints 12.8.5 express the
impossibility of carrying out simultaneously at the beginning of each period the
acquisition and the cession of the same zone. Constraints 12.8.6 express that if zone
zi, i 2 Z , has been ceded at the period Tt, t 2 T ; t� 2, then this zone cannot be
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acquired later to be reintegrated into the reserve. Constraints 12.8.7 express that
from the period Tt(i) onwards it is no longer possible to acquire zone zi for inclusion
in the reserve. Finally, constraints 12.8.8–12.8.10 specify the nature of the variables.

Example 12.2. Consider the instance described in figure 12.3 (9 square and identical
zones with an area of one unit, 8 species, 4 periods) and table 12.2.

Zone z1 2( )T  

 T1 T2 T3 T4 

s1 0.7 0.0 0.6 0.5 

s2 0.2 0.5 0.6 0.7 

s3 1.0 0.2 0.8 0.7 

s4 0.1 0.1 0.3 0.6 

s5 0.8 0.0 0.4 0.0 

s6 0.6 0.4 0.0 0.0 

s7 0.2 0.1 0.7 0.3 

s8 0.0 0.0 0.8 0.0 

Zone z2 1( )T  

 T1 T2 T3 T4 

s1 0.3 0.1 0.3 0.7 

s2 0.0 0.7 0.7 0.2 

s3 0.5 0.0 0.6 0.9 

s4 0.0 0.8 0.1 0.3 

s5 0.2 0.5 0.9 0.0 

s6 0.8 0.3 0.7 1.0 

s7 0.8 0.5 0.5 0.8 

s8 0.3 0.4 0.0 0.0 

Zone z3 4( )T  

 T1 T2 T3 T4 

s1 0.2 0.2 0.2 0.8 

s2 0.4 0.7 0.6 0.0 

s3 0.0 0.0 0.6 0.9 

s4 0.0 0.0 0.2 0.6 

s5 0.7 0.2 0.9 0.3 

s6 0.9 0.6 1.0 0.0 

s7 0.3 1.0 0.9 0.1 

s8 0.6 0.3 0.4 0.5 

Zone z4 3( )T  

 T1 T2 T3 T4 

s1 0.4 0.0 0.0 0.9 

s2 0.3 0.5 0.9 1.0 

s3 0.3 0.0 0.5 0.0 

s4 0.6 0.3 0.0 0.2 

s5 0.0 0.7 0.0 0.4 

s6 0.1 0.0 0.0 0.0 

s7 0.0 0.6 0.8 0.0 

s8 0.1 0.1 0.0 0.3 

Zone z5 2( )T  

 T1 T2 T3 T4 

s1 0.1 0.2 0.9 0.0 

s2 0.9 1.0 0.9 0.6 

s3 0.2 0.5 1.0 0.5 

s4 0.1 0.5 0.3 0.8 

s5 0.4 0.6 0.6 0.6 

s6 0.6 0.4 0.7 0.3 

s7 0.3 0.4 1.0 0.9 

s8 0.2 0.7 0.8 0.0 

Zone z6 1( )T  

 T1 T2 T3 T4 

s1 0.2 0.2 0.4 0.1 

s2 0.8 0.3 0.8 0.0 

s3 0.1 0.6 0.9 0.5 

s4 0.0 0.0 0.3 0.7 

s5 0.1 0.1 0.9 0.3 

s6 0.6 0.9 0.3 0.9 

s7 0.8 0.0 0.5 0.0 

s8 0.6 0.8 0.7 0.0 

Zone z7 1( )T  

 T1 T2 T3 T4 

s1 0.6 0.0 0.8 0.3 

s2 1.0 0.2 0.3 0.3 

s3 0.0 0.0 0.6 0.6 

s4 0.4 0.0 0.0 0.1 

s5 0.3 0.1 1.0 0.9 

s6 0.3 0.5 0.7 0.9 

s7 0.2 0.4 0.8 0.0 

s8 1.0 0.9 1.0 0.0 

Zone z8 4( )T  

 T1 T2 T3 T4 

s1 1.0 0.0 0.3 0.1 

s2 0.6 0.3 0.0 0.0 

s3 0.6 0.4 0.8 0.3 

s4 0.9 1.0 0.5 0.9 

s5 1.0 0.8 0.7 0.9 

s6 0.5 0.3 0.8 0.3 

s7 0.5 0.0 0.2 0.8 

s8 0.3 0.0 0.7 0.4 

Zone z9 2( )T  

 T1 T2 T3 T4 

s1 0.0 0.0 0.0 0.2 

s2 0.5 0.4 0.2 0.6 

s3 0.7 1.0 0.8 0.0 

s4 0.0 0.6 0.5 0.9 

s5 0.0 0.0 0.0 0.0 

s6 0.3 0.3 0.7 0 

s7 0.0 0.7 0.2 0.5 

s8 0.8 0.6 0.1 0.5 

FIG. 12.3 – Description of a hypothetical instance with 9 zones z1, z2,…, z9 and 8 species
s1, s2,…, s8. The area of each zone is equal to one unit. In each zone zi are indicated: the date
until which the zone can be acquired and, for each pair (sk, Tt), the fraction of the area of this
zone that constitutes a favourable habitat for species sk during the period Tt. For example,
zone z8 may be acquired in the periods T1, T2, T3, or T4 and 70% of the area of zone z8 is
favourable to species s5 in the period T3.
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TAB. 12.2 – Acquisition and cession costs of the 9 zones during the 4 periods.

c1t c2t c3t c4t c5t c6t c7t c8t c9t v1t v2t v3t v4t v5t v6t v7t v8t v9t
t = 1 8 4 6 10 7 8 5 8 8 t = 1 – – – – – – – – –
t = 2 5 – 6 6 5 – – 9 7 t = 2 5 8 6 6 5 5 4 9 7
t = 3 – – 8 4 – – – 7 – t = 3 10 7 8 4 9 5 6 7 6
t = 4 – – 8 – – – – 4 – t = 4 10 5 8 9 9 7 9 4 8

Reserve in the period T1 

   

   

s1 : 0.6, s2 : 1.0 

s4 : 0.4, s5 : 0.3 

s6 : 0.3, s7 : 0.2 

s8 : 1.0 

  

Overall deficit for the period: 12.2 

Reserve in the period T2 

   

 s1 : 0.2, s2 : 1.0 

s3 : 0.5, s4 : 0.5 

s5 : 0.6, s6 : 0.4 

s7 : 0.4, s8 : 0.7 

 

s2 : 0.2, s5 : 0.1 

s6 : 0.5, s7 : 0.4 

e8 : 0.9 

  

Overall deficit for the period: 9.6 

Reserve in the period T3 

   

 

s2 : 0.9, s3 : 0.5  

s7 : 0.8 

s1 : 0.9, s2 : 0.9 

s3 : 1.0, s4 : 0.3 

s5 : 0.6, s6 : 0.7 

s7 : 1.0, s8 : 0.8 

 

s1 : 0.8, s2 : 0.3 

s3 : 0.6, s5 : 1.0 

s6 : 0.7, s7 : 0.8 

s8 : 1 

  

Overall deficit for the period: 3.2 

Reserve in the period T4 

   

s1 : 0.8, s3 : 0.9 

s4 : 0.6, s5 : 0.3 

s7 : 0.1, s8 : 0.5 

 

s1 : 0.9, s2 : 1.0 

s4 : 0.2, s5 : 0.4 

s8 : 0.3 

 

s2 : 0.6, s3 : 0.5 

s4 : 0.8, s5 : 0.6 

s6 : 0.3, s7 : 0.9 

 

 s1 : 0.1, s3 : 0.3 

s4 : 0.9, s5 : 0.9 

s6 : 0.3, s7 : 0.8 

s8 : 0.4 

 

Overall deficit for the period: 3.3 

FIG. 12.4 – Optimal solution for the instance described in figure 12.3 and table 12.2. Zone z7
is acquired at the beginning of the period T1. At the beginning of the period T2, zone z5 is
acquired. At the beginning of the period T3, zone z4 is acquired. Finally, zones z3 and z8 are
acquired at the beginning of the period T4, and zone z7 is ceded at the beginning of the same
period. The overall deficit is equal to 12.2 + 9.6 + 3.2 + 3.3 = 28.3.
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Let us solve the problem when the budget available at the beginning of each
period, Bt, t 2 T , is equal to 5, the target value for each species, mink, is equal to 2
units, and nk ¼ 1, k = 1,…, 8. The optimal solution obtained is described in
figure 12.4, which shows the zones belonging to the reserve in the different periods.
In each zone and for each period, the fraction of habitat favourable to the species is
indicated when this fraction is not zero. The overall deficit associated with each
period is also indicated.

12.3.3.3 Adaptive Management: Review at Each Period of Earlier Decisions

Let us return to the problem considered in section 12.3.3.2. Suppose that it has been
solved by P12.8, that we have reached the end of the period Tj−1 and that the
forecasts for the following periods, i.e., Tj ; . . .;Tr , have changed. Thus, for
i 2 Z ; k 2 S ; t 2 T ; t� j, aikt has become âikt , for i 2 Z ; t 2 T ; t� j, cit has
become ĉit and mit has become m̂it , for i 2 Z , tðiÞ has become t̂ðiÞ and, finally, for
t 2 T ; t� j, Bt has become B̂t . At the end of the period Tj−1, the reserve is formed of
certain zones. The composition of this reserve is the consequence of the acquisitions
and cessions made during the periods T1; . . .;Tj�1. Denote by xi;j�1 the value taken
by variable xi;j�1, i 2 Z , in the optimal solution of P12.8 and uit the value taken by
variable uit , i 2 Z ; t 2 T ; 2� t� j � 1, in the same optimal solution. The composi-
tion of the reserve is defined by xi;j�1, i 2 Z . The zones to be acquired or ceded in
subsequent periods, Tj ; . . .;Tr , can then be determined, taking into account the
updated forecasts, by resolving program P12.9.

P12:9 :

min
P

k2S ; t2T ; t� j
nkgkt

s.t:

P
i2Z

âiktxit þ gkt �mink k 2 S ; t 2 T ; t� j ð12:9:1Þ
P
i2Z

ĉityit � B̂t þ
P
i2Z

v̂ituit t 2 T ; t� j ð12:9:2Þ
xi;j�1 ¼ xi;j�1 i 2 Z ð12:9:3Þ
xit ¼ xit�1 þ yit � uit i 2 Z ; t 2 T ; t� j ð12:9:4Þ
yit þ uit � 1 i 2 Z ; t 2 T ; t� j ð12:9:5Þ
uit ¼ uit i 2 Z ; t 2 T ; t� j � 1 ð12:9:6ÞP
l¼maxfj; tþ 1g;...;r

yil � 1� uit i 2 Z ; t 2 T ; t� 2 ð12:9:7Þ
P

t¼t̂ðiÞ;...;r
yit ¼ 0 i 2 Z ð12:9:8Þ

xit 2 f0; 1g i 2 Z ; t 2 T ; t� j � 1 ð12:9:9Þ
yit 2 f0; 1g i 2 Z ; t 2 T ; t� j ð12:9:10Þ
uit 2 f0; 1g i 2 Z ; t 2 T ; t� 2 ð12:9:11Þ
gkt � 0 k 2 S ; t 2 T ; t� j ð12:9:12Þ

��������������������������������������
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The economic function and constraints of P12.9 are similar to the economic
function and constraints of P12.8. Constraints 12:9.1, 12.9.2, 12.9.4, and 12.9.5
concern only the periods after period Tj−1. The composition of the reserve at the end
of the period Tj−1 is defined by constraints 12.9.3. Since uit is the value taken by
variable uit in the optimal solution of P12.8, constraints 12.9.6 and 12.9.7 express
that a zone zi, ceded at period Tt, can no longer be acquired at the beginning of a
subsequent period to be reintegrated into the reserve. Constraints 12.9.8 express, for
all i 2 Z , that from the period Tt̂ðiÞ – subsequent to the period Tj – zone zi can no
longer be included in the reserve if this has not already been done. Constraints
12.9.9–12.9.12 specify the nature of the different variables.

The resolution of program P12.8 provides a solution to the problem of sec-
tion 12.3.3.2, which is to determine the zones that must be acquired for protection
and those that must be ceded, at the beginning of each period of the horizon under
consideration, in order to ensure for each species a total area of favourable habitat as
close as possible to a target value, taking into account the available budget. Deci-
sions are made at the beginning of the horizon, and the relevance of these decisions is
highly dependent on the quality of the various forecasts. We have just shown – in
this section 12.3.3.3 – how to adapt, at the end of the period Tj−1, the optimal
solution obtained at the beginning of the horizon under consideration to take into
account changes in the forecasts for the periods Tj ; . . .;Tr . This process can be
repeated at the end of each period, i.e., for j = 2,…, r.

12.4 Taking into Account Climate Change, Described
by a Set of Scenarios, in Problems I, II and III;
Conservative Approach

This section realistically considers that the impacts of climate change are not known
for sure and that several hypotheses can be considered. To reflect the uncertainty in
the ability of different zones to protect species over a given time horizon, we consider
a set of possible scenarios, Sc ¼ fsc1; sc2; . . .; scpg. A scenario is here a set of
assumptions about climate change and its consequences for the survival of the
species under consideration in the candidate zones for protection and this for
the entire management horizon under consideration. We set Sc ¼ f1; 2; . . .; pg. The
identification of the different scenarios and the description of their consequences are
delicate tasks. We resume Problems I, II and III in this framework.

12.4.1 Problem I

With regard to the extension of Problem I, it is assumed, in a general way, that the
ability of the zones to protect certain species – if these zones are protected from the
beginning of the considered horizon – depends both on the scenario envisaged and
on the period considered. Denote by Zx

kt the set of zones allowing the protection of
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species sk during period Tt in the case of scenario scω. In other words, in order to
ensure the survival of species sk during period Tt, if scenario scω occurs, it is nec-
essary and sufficient that at least one of the zones of Zx

kt be protected – from the
beginning of the considered horizon. These sets are assumed to be known for any
triplet ðk; t;xÞ 2 S � T � Sc. The corresponding set of indices is denoted by Zx

kt.
As in the case where climate change and its consequences are assumed to be

known with certainty (section 12.3.1), the problem of determining a set of zones to
be protected with a cost less than or equal to a given value and “optimal” with
regard to the conservation of the species under consideration is considered here. The
question then arises: what is an optimal reserve? For this Problem I, several
objectives can be considered, as this is done in chapter 8. For example, a very
conservative strategy can be adopted by seeking to identify a reserve that maxi-
mizes, within an available budget, the number of species that survive at the end of
the considered horizon, in the worst-case scenario. The survival of this number of
species is then guaranteed regardless of the scenario that occurs.

For Problem I, a species is assumed to survive at the end of the time horizon
under consideration and within a given scenario if, at each period of that horizon, at
least one of the protected zones is able to protect that species in that scenario. On
the other hand, all the protection decisions and their implementation are made at
the beginning of the horizon considered.

Mathematical programming formulation. As before, we use the Boolean variable
xi; i 2 Z , which takes the value 1 if and only if zone zi is protected at the beginning
of the horizon under consideration – and thus throughout this horizon – and the
Boolean variable yxk ; k 2 S ;x 2 Sc, which takes the value 1 if and only if species sk
survives at the end of the horizon under consideration, when scenario scω occurs. We
obtain program P12.10.

P12:10 :

max a

s.t:

a� P
k2S

yxk x 2 Sc ð12:10:1Þ

yxk � P
i 2Zx

kt

xi k 2 S ;x 2 Sc; t 2 T ð12:10:2Þ
P
i2Z

cixi �B ð12:10:3Þ

xi 2 f0; 1g i 2 Z ð12:10:4Þ
yxk 2 f0; 1g k 2 S ;x 2 Sc ð12:10:5Þ
a 2 N ð12:10:6Þ

��������������������

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

Let us examine constraints 12.10.2. Because of the economic function, α, to be
maximized and constraints 12.10.1, variable yxk takes, at the optimum of P12.10, the
largest possible value. For a given species and for a given scenario, this variable takes
the value 1 if and only if, in each period, at least one of the zones of the reserve
protects species sk, and the value 0 if not. We therefore have, at the optimum, yxk ¼ 1
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if and only if the reserve allows the protection of species sk in the case of scenario scω.
The quantity

P
k2S y

x
k , which appears in the second members of constraints 12.10.1,

thus expresses the number of species protected by the reserve in the case of scenario
scω. Because of constraints 12.10.1 and since we are trying to maximize variable α,
the value of this variable, at the optimum, is equal to the number of protected
species, in the worst-case scenario, i.e., the one corresponding to the smallest
number of protected species. Constraint 12.10.3 expresses the budget constraint and
constraints 12.10.4–12.10.6 specify the nature of the variables.

12.4.2 Problem II

With regard to the extension of Problem II, it is assumed that the number of species
in each protected zone evolves over time and according to the scenario. It is also
assumed that this evolution is known, for each scenario, at the beginning of the
considered horizon. The population size of species sk in zone zi – protected from the
beginning of the time horizon – during the period Tt in the case of scenario scω is
denoted by nx

ikt, ði; k; t;xÞ 2 Z � S � T � Sc. Species sk is assumed to survive in a
given reserve, R, during the period Tt and in the case of scenario scω if its total
population size in that reserve, in that period and in that scenario is greater than or
equal to a threshold value, hxk . It is assumed that this threshold value does not
depend on t. The aim is to identify a set of zones to be protected, with a cost less
than or equal to a given value, and “optimal” with regard to the conservation of the
species under consideration. Here again, a very conservative strategy can be adopted
by seeking to identify a reserve that maximizes, taking into account an available
budget, the number of species that survive at the end of the considered horizon,
regardless of the scenario that occurs. A species is assumed to survive at the end of
the considered horizon and in the considered scenario if, in each period of that
horizon, the size of its population in the reserve, in the considered scenario, is greater
than the threshold value.

Mathematical programming formulation. As before, we use the Boolean variable
xi; i 2 Z , which takes the value 1 if and only if zone zi is protected at the beginning
of the considered horizon and thus throughout this horizon and the Boolean variable
yxk ; k 2 S ;x 2 Sc, which takes the value 1 if and only if species sk survives at the end
of the considered horizon, when scenario scω occurs. To formulate Problem II, it is
sufficient to replace in program P12.10 constraints 12.10.2 by constraints
hxk y

x
k � P

i2Z n
x
iktxi, k 2 S ;x 2 Sc; t 2 T . Indeed, according to this constraint, for a

given species, sk, and for a given scenario, scω, variable yxk can only take the value 1 if
at each period, the population size of species sk in the reserve,

P
i2Z nx

iktxi, is at least

equal to hxk . It therefore takes the value 0 otherwise. We thus have, at the optimum,
yxk ¼ 1 if and only if the reserve protects species sk in the case of scenario scω.
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12.4.3 Problem III

As regards Problem III adapted to take climate change into account with different
scenarios, it is assumed that for all the periods of the considered horizon, T, and in
each scenario scω, the habitat area of zone zi – protected from the beginning of the
considered horizon – favourable to species sk is known. This area is denoted by axikt,
i 2 Z ; k 2 S ; t 2 T ;x 2 Sc. As in the previous two sections, the problem is to
identify a set of zones to be protected with a cost less than or equal to a given value
and “optimal” with regard to the conservation of the species under consideration.
Here again, a very conservative strategy can be adopted by seeking to identify a
reserve that ensures that for each of the species under consideration, at each period
of the horizon, and whatever the scenario that occurs, a total area of favourable
habitat – included in the reserve – is as close as possible to a target value. We assume
that this target value does not depend on either the time period or the scenario, but
it is not mandatory. The target value for species sk is denoted by mink, k 2 S .

Mathematical programming formulation. We use as previously the Boolean vari-
able xi; i 2 Z , which takes the value 1 if and only if zone zi is protected at the
beginning of the horizon considered and thus throughout this horizon and the real
and positive or zero variable gxkt ; k 2 S ; t 2 T ;x 2 Sc that expresses the gap between
the total habitat area of the reserve favourable to species sk, in scenario scω over the
period Tt, and the target value for that species, mink, a time- and
scenario-independent value. This gap is only considered if the total area of habitat in
the reserve favourable to species sk, in scenario scω at time Tt, is less than mink. In
other words, gxkt ¼ maxf0; ðmink �

P
i2Z a

x
iktxiÞg. This gives P12.11.

P12:11 :

min a

s.t:

a� P
k2S ; t2T

nkgxkt x 2 Sc ð12:11:1Þ
P
i2Z

axiktxi þ gxkt �mink ðk;x; tÞ 2 S � Sc� T ð12:11:2Þ
P
i2Z

cixi �B ð12:11:3Þ

xi 2 f0; 1g i 2 Z ð12:11:4Þ
gxkt � 0 ðk;x; tÞ 2 S � Sc� T ð12:11:5Þ
a� 0 ð12:11:6Þ

��������������������

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

Let us examine constraints 12.11.2. The quantity
P

i2Z a
x
iktxi expresses the total

area of the reserve favourable to species sk at the period Tt in the case of scenario scω.
Because of constraint 12.11.1 and the attempt to minimize variable α, variable gxkt
takes, at the optimum, the smallest possible value, i.e., the value 0 if the quantity is
greater than or equal to mink and the value ðmink �

P
i2Z axiktxiÞ otherwise. The

quantity
P

k2S ; t2T nkgxkt thus expresses well, in the case of scenario scω, the weighted

sum, for all the species and for all the periods, of the area deficit. Variable α thus
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takes at the optimum, the value of the overall deficit in the worst-case scenario, i.e.,
the one that maximizes this deficit. Constraint 12.11.3 is the budgetary constraint.
Constraint 12.11.4 requires variable xi, i 2 Z , to be Boolean, and constraint 12.11.5
specifies that variables gxkt ; k 2 S ; t 2 T ;x 2 Sc, are positive or zero real variables.

12.5 Reserve Minimizing, Under a Budgetary
Constraint, the Relative Regret Associated
with Problem III in the Worst-Case Scenario
of Climate Change

We have just seen how to determine robust solutions for Problems I, II and III. In
each of these problems, a value, ValxðRÞ, is associated with the set, R, of selected
zones – the reserve – in the case of scenario scω, and a robust reserve corresponds to a
reserve that takes on the best value in the worst-case scenario. As discussed in other
chapters, this objective can have a significant disadvantage: if one of the scenarios is
very “pessimistic” then the selection of an optimal reserve will essentially consider
that particular scenario. As in chapter 8, other robustness criteria can be considered.
For example, one can seek to determine a reserve – under a budget constraint – that
minimizes the largest relative gap – over all the scenarios – between the value of the
obtained reserve and the value of the optimal reserve in the scenario under con-
sideration. Let us apply this approach to Problem III. In this case ValxðRÞ repre-
sents the overall area deficit – species-weighted – associated with a reserve, R, if
scenario scω occurs. As we saw in section 12.4.3, ValxðRÞ ¼ P

k2S ; t2T nkgxkt where

gxkt ¼ maxf0; ðmink �
P

i2Z a
x
iktxiÞg. The optimization problem considered can be

written minR�Z ;C Rð Þ�B maxx2Sc Valx Rð Þ � Valx R�xð Þð Þ=Valx R�xð Þ½ �� �
where R�x is

the most interesting reserve for scenario scx, i.e., reserve R that minimizes the
quantity ValxðRÞ. In order to solve the problem under consideration, we must first
calculate ValxðR�xÞ for all x 2 Sc. This value, which we denote by Val�x for sim-
plicity, corresponds, for scenario scx, to an optimal solution of the mathematical
program P12.12(ω).

P12:12ðxÞ :

min
P

k2S ; t2T
nkgxkt

s.t:

P
i2Z

cixi �B ð12:12x:1Þ
P
i2Z

axiktxi þ gxkt � mink k 2 S ; t 2 T ð12:12x:2Þ

gxkt � 0 k 2 S ; t 2 T ð12:12x:3Þ

xi 2 f0; 1g i 2 Z ð12:12x:4Þ

��������������

8>>>>>>>>>>>><
>>>>>>>>>>>>:
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Finally, the problem under consideration can be solved by the mathematical
program P12.13 in which variable Valx represents the quantity ValxðRÞ for reserve
R retained, i.e., for the reserve formed by zones zi such that xi = 1.

P12:13 :

min a

s.t:

P
i2Z

cixi �B ð12:13:1Þ
P
i2Z

axiktxi þ gxkt � mink ðk;x; tÞ 2 S � Sc� T ð12:13:2Þ

Valx ¼ P
k2S ; t2T

nkgxkt x 2 Sc ð12:13:3Þ

a� Valx�Val�x
Val�x x 2 Sc ð12:13:4Þ

gxkt � 0 ðk;x; tÞ 2 S � Sc� T ð12:13:5Þ
xi 2 f0; 1g i 2 Z ð12:13:6Þ
Valx � 0 x 2 Sc ð12:13:7Þ
a� 0 ð12:13:8Þ

���������������������������

8>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>:

Constraint 12.13.1 expresses the budgetary constraint. Constraint 12.13.2, asso-
ciated with constraint 12.13.5, expresses, for each species, for each period and for each
scenario, the area deficit associated with the selected reserve, which is intended to be
minimized. Constraints 12.13.3 express the global area deficit associated with the
selected reserve in each scenario, Valx, which lightens the writing of constraints
12.13.4. Because of the economic function, a, to be minimized and constraints
12.13.4, variable a takes, at the optimum of P12.13, the largest of the values ðValx �
Val�xÞ=Val�x over all scenarios scx. Finally, constraints 12.13.5–12.13.8 specify the
nature of the different variables. The resolution of P12.13 therefore allows the selec-
tion of zones whose protection minimizes the largest relative gap, over all the
scenarios, between the existing global area deficit taking into account the selected
zones – zone zi is selected if xi ¼ 1 – and the minimal global area deficit that could
have been obtained in the considered scenario possibly selecting another set of zones.

12.6 Taking into Account Climate Change Described
by Several Scenarios Each with a Probability,
in Problems I, II and III; Mathematical
Expectation Criterion

As in sections 12.4 and 12.5, we consider in this section that there are several
possible scenarios for climate change, but it is further assumed that a probability,
px, can be assigned to the occurrence of each scenario scω, x 2 Sc. Problems I, II and
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III will be reconsidered in this framework using this time the mathematical expec-
tation criterion and not a robustness criterion as previously.

12.6.1 Problem I

In this new framework, Problem I consists in determining a set of zones to be
protected – a reserve – from the beginning of the horizon under consideration that
takes into account an available budget and maximizes the expected number of
protected species. Recall that we consider here that species sk is protected in the case
of scenario scω if and only if, at each period of the horizon considered, at least one of
the zones of the reserve protects sk, i.e., at least one of the zones of Zx

kt belongs to the
reserve. This problem can be formulated as the mathematical program P12.14.

P12:14 :

max
P
x2Sc

px
P
k2S

yxk

s.t:

yxk � P
i2Zx

kt

xi k 2 S ;x 2 Sc; t 2 T ð12:14:1Þ
P
i2Z

cixi �B ð12:14:2Þ

xi 2 f0; 1g i 2 Z ð12:14:3Þ

yxk 2 f0; 1g k 2 S ;x 2 Sc ð12:14:4Þ

�������������

8>>>>>>>>>>>><
>>>>>>>>>>>>:

Constraints of P12.14 are all already present in P12.10. The expression
P

k2S y
x
k

corresponds to the number of protected species in the case of scenario scω. The
economic function of P12.14 therefore expresses the expected number of protected
species, since pω is the probability that scenario scω will occur.

12.6.2 Problem II

Like Problem I, Problem II consists in determining a set of zones to be protected – a
reserve – at the beginning of the considered horizon that takes into account an
available budget and maximizes the expected number of protected species. The only
difference is that in Problem II a reserve R is considered as protecting species sk,
k 2 S , if and only if the total population size of that species in the reserve, at each
period, is greater than or equal to a threshold value, hk . In order to formulate this
problem, it is sufficient to replace, in programme P12.14, constraints 12.14.1 by
constraints hkyxk � P

i 2Zx
kt
nx
iktxi, k 2 S ;x 2 Sc; t 2 T . Recall that nx

ikt is the popu-

lation size of species sk in zone zi – protected from the beginning of the time horizon –

during the period Tt and in the case of scenario scω.

12.6.3 Problem III

The problem is to select a set of zones, R, to be protected from the beginning of the
considered horizon, with a cost less than or equal to B and such that the expected
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sum, for all the species and for all the periods, of the species-weighted deficits of the
area of R favourable to the species considered in relation to the desired area for the
same species is minimal. This optimization problem can be formulated as follows:
minR�Z ; C ðRÞ�B

P
x2Sc p

x
P

k2S ; t2T ngxktðRÞ where gxktðRÞ is the above-mentioned

deficit for species sk, at the period Tt and in the case of scenario scω. This problem
can be formulated as the mathematical program P12.15.

P12:15 :

min
P
x2Sc

px
P

k2S ; t2T
nkgxkt

s.t:

P
i2Z

axiktxi þ gxkt �mink k 2 S ;x 2 Sc; t 2 T ð12:15:1Þ
P
i2Z

cixi �B ð12:15:2Þ

xi 2 0; 1f g i 2 Z ð12:15:3Þ
gxkt � 0 k 2 S ;x 2 Sc; t 2 T ð12:15:4Þ

������������

8>>>>>>>>>><
>>>>>>>>>>:

Recall that axikt , i 2 Z ; k 2 S ; t 2 T ;x 2 Sc is the habitat area of zone zi – pro-
tected from the beginning of the considered horizon – favourable to species sk during
the period Tt and in the case of scenario scω. Constraints of P12.15 are all already
present in P12.11. Since pω is the probability that scenario scω will occur, the eco-
nomic function of P12.15 expresses the expected sum, for all the species and for all the
periods, of the species-weighted deficits in the area of R favourable to the considered
species compared to the desired area for this species.

12.7 Protected Zones and Carbon Sinks
It is widely recognized that protected zones have an important role to play in trying
to mitigate climate change. They reduce greenhouse gas emissions by capturing
carbon from the atmosphere and protecting the existing carbon stocks. However, the
effective management of these zones (e.g., reforestation, forest management) is
necessary for them to fulfil their role. For example, degraded forests may contain
much less carbon than intact forests. Of course, protected zones are not a complete
solution; they are not a substitute for efforts to reduce emissions at source, which are
mainly caused by the burning of oil, coal and gas and by deforestation. This section
focuses on the definition of protected zones taking into account two aspects simul-
taneously: (1) species protection and (2) carbon capture and sequestration. Indeed,
addressing climate change mitigation must not overshadow the direct protection of
biodiversity.

To illustrate this issue simply, let us take up Problem I defined in section 12.2
and briefly recalled here: determine a set of zones to be protected, taking into
account an available budget, in order to protect the greatest possible number of
species of a given set. Reserve R protects species sk if and only if that species is
present in at least one zone of R and the species present in each of the candidate
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zones are known. To characterize the quality of a reserve, two additional data will be
considered for each protected zone: the amount of carbon stored and the amount of
carbon sequestered each year. Some zones (e.g., primary tropical forests, mangroves,
peatlands) are more efficient than others with respect to these two quantities.
A management horizon of r years is considered. To simplify the presentation, it is
assumed that the unprotected zones do not store or sequester carbon. So we have a
two-criterion problem because a reserve will be characterized both by the number of
species it protects and the amount of carbon it captures and stores. We denote by qi
the amount of carbon stored in zone zi and by ρi the amount of carbon captured and
stored by zone zi each year. We assume here, to simplify the presentation, that these
two quantities do not depend on the period, but it would be easy to adapt what
follows to the opposite case. Let us recall that Zk designates the set of zones hosting
species sk and Zk, the set of corresponding indices. With each selected zone zi is
associated a cost, ci, reflecting the acquisition and management of this zone with the
aim, on the one hand, of protecting the species and, on the other hand, of capturing
and storing carbon. This can be formulated as P12.16.

P12:16 :

max
P
k2S

yk ;
P
i2Z

ðqi þ rqiÞxi
( )

s.t:

yk �
P
i 2Zk

xi k 2 S ð12:16:1Þ j xi 2 f0; 1g i 2 Z ð12:16:3Þ
P
i2Z

cixi �B ð12:16:2Þ j yk 2 f0; 1g k 2 S ð12:16:4Þ

��������

8>>>>>>>><
>>>>>>>>:

This program is identical to program P12.1 except for the objective, which now
includes 2 criteria: the number of protected species,

P
k2S yk , and the amount of

carbon stored over the management horizon,
P

i2Z ðqi þ rqiÞxi. One way to deal with

the problem is to set the available budget, B, and the number of species to be
protected, Ns, and then determine a reserve – if one exists – that maximizes the
amount of carbon stored over the management horizon. The goal is to maximize the
quantity

P
i2Z ðqi þ rqiÞxi under the same constraints 12.16.1–12.16.4 plus con-

straint
P

k2S yk �Ns. In fact, we will consider the economic functionP
i2Z ðqi þ rqiÞxi þ e

P
k2S yk where ε is a sufficiently small coefficient. This change in

the economic function provides, among the reserves that respect the budget and
maximize the amount of carbon they store while protecting at least Ns species, those
that maximize the number of species they protect. The solutions obtained thus offer
the decision-maker with a given budget several trade-offs between the number of
species protected and the amount of carbon stored.

Example 12.3. Consider the instance described in figure 12.5. It includes 20 can-
didate zones and concerns 15 species.
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Each zone zi presents the amount of carbon stored, qi, the amount of carbon
sequestered each year, ρi, and the protected species, all in the case where this zone is
protected. It is assumed here that unprotected zones are not involved in species
protection, neither in carbon storage and capture. The problem is to determine a
reserve, with a cost less than or equal to the budget, B, that allows for the protection
of a number of species at least equal to Ns and that maximizes the amount of carbon
stored at the end of the management horizon considered – 20 years in this example.
The results are presented in table 12.3 for different values of the parameters
B and Ns.

If one has a budget of 4 units and wishes to protect at least 5 species, the optimal
reserve costs 4 units, protects 5 species and stores 26,000 tonnes of carbon at the end

z1 (5000,50)  z2 (6000,60)  z3 (6000,40)  

s3 s1 s6 s11  s3  z4 (4000,30) 

z5 (4000,50)   z7 (3000,60) z8 (6000,50)  s12 

s6 s9 z6 (4000,30) s11  s13 z9 (3000,40) 

z10 (4000,50) s6 s9 s11 s14   s13 s14 

s7 s8 s10  z11 (7000,60) z12 (6000,30) z13 (5000,50) 

z14 (5000,40)  s10 s11 s12 s11 s2  

s2 s5 s10 z15 (4000,60) z16 (4000,50)  z17 (6000,60) 

s2 s11  z19 (6000,50) s7 s15 s4 s7  s9 

z18 (3000,40) s8 z20 (3000,60)    

FIG. 12.5 – Twenty zones, z1, z2,…, z20, are candidates for protection and fifteen species,
s1, s2,…, s15, living in these zones are concerned. For each zone, the species present are
indicated, as well as the amount of carbon stored followed by the amount of carbon seques-
tered each year, all in brackets. The cost of protecting the white zones is equal to 1 unit, the
cost of protecting the light grey zones is equal to 2 units and the cost of protecting the dark
grey zones is equal to 4 units. For example, species s6, s9, s11, and s14 are present in zone z6,
the amount of carbon stored in this zone is equal to 4,000 tonnes and the amount of carbon
sequestered each year is equal to 30 tonnes; the cost of protecting this zone is equal to 1 unit.
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TAB. 12.3 – Optimal reserves associated with the instance described in figure 12.5 for different values of the available budget, B, and the
minimal number of species to be protected, Ns.

Budget
(B)

Minimal
number of
species to

be
protected

(Ns)

Used
budget

Optimal reserve Number
of

protected
species

Protected species Amount
of

carbon

4 5 4 z2 z8 z12 z15 5 s1 s6 s10 s11 s13 26,000
10 – – – – –

15 – – – – –

8 5 8 z2 z6 z8 z12 z15 z18 z19 9 s1 s2 s6 s8 s9 s10 s11 s13 s14 41,400
10 8 z2 z6 z8 z12 z15 z16 z18 10 s1 s2 s4 s6 s7 s9 s10 s11 s13 s14 39,400
15 – – – – –

12 5 12 z1 z2 z6 z8 z12 z13 z15 z18 z19 10 s1 s2 s3 s6 s8 s9 s10 s11 s13 s14 53,400
10 12 z1 z2 z6 z8 z12 z13 z15 z18 z19 10 s1 s2 s3 s6 s8 s9 s10 s11 s13 s14 53,400
15 – – – – –

16 5 16 z1 z2 z6 z8 z10 z12 z13 z15 z16 z18 z19 12 s1 s2 s3 s4 s6 s7 s8 s9 s10 s11 s13 s14 63,400
10 16 z1 z2 z6 z8 z10 z12 z13 z15 z16 z18 z19 12 s1 s2 s3 s4 s6 s7 s8 s9 s10 s11 s13 s14 63,400
15 – – – – –

20 5 20 z1 z2 z4 z6 z7 z8 z10 z12 z13 z15 z16 z18 z19 13 s1 s2 s3 s4 s6 s7 s8 s9 s10 s11 s12 s13 s14 72,200
10 20 z1 z2 z4 z6 z7 z8 z10 z12 z13 z15 z16 z18 z19 13 s1 s2 s3 s4 s6 s7 s8 s9 s10 s11 s12 s13 s14 72,200
15 20 z1 z2 z4 z6 z8 z12 z14 z16 z19 z20 15 s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14 s15 58,000

–: no feasible solution.

C
lim

ate
C
hange
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of the considered horizon. If one has a budget of 8 units and wishes to protect at
least 5 species, the optimal reserve costs 8 units, protects 9 species and stores 41,400
tonnes of carbon at the end of the horizon. Note that, in this case, the number of
protected species is greater than the minimal number of species to be protected.
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Appendix

A.1 Linear Programming
Consider program PA.1 below which consists in minimizing the linear function
f ðx1; x2;. . .; xnÞ; the variables of this function, x1, x2,…, xn, are either Boolean vari-
ables, or integer variables or non-negative real variables. These variables are subject
to a set of linear constraints and the coefficients c1, c2,…, cn, ai1, ai2,…, ain (i = 1,
…, m), b1, b2,…, bm are arbitrary.

PA:1 :

min f ðx1; x2;. . .; xnÞ ¼ c1x1þ c2x2þ ���� þ cnxn

s.t:

ai1x1þ ai2x2þ ���� þ ainxn � bi i ¼ 1;. . .; p (A:1.1)

ai1x1þ ai2x2þ ���� þ ainxn ¼ bi i ¼ pþ 1;. . .;m (A:1.2)

xj 2 f0; 1g j ¼ 1;. . .; r (A:1.3)

xj 2 N j ¼ r þ 1;. . .; s (A:1.4)

xj � 0 j ¼ sþ 1;. . .; n ðA:1:5Þ

�������������

8>>>>>>>>>>><
>>>>>>>>>>>:

PA.1 is a mathematical program, called a mixed-integer linear program; it can be
written in the condensed form PA.2.

PA:2 :

min f ðx1; x2;. . .; xnÞ ¼
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj � bi i ¼ 1;. . .; p ðA:2:1Þ
Pn
j¼1

aijxj ¼ bi i ¼ pþ 1;. . .;m ðA:2:2Þ
xj 2 f0; 1g j ¼ 1;. . .; r ðA:2:3Þ
xj 2 N j ¼ r þ 1;. . .; s ðA:2:4Þ
xj � 0 j ¼ sþ 1;. . .; n ðA:2:5Þ

����������������

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:



Problem PA.1 – or PA.2 – consists in determining the values of variables x1, x2,…,
xn which respect their specificity, defined by constraints A.2.3–A.2.5, satisfy linear
constraints A.2.1 and A.2.2, and minimize the linear economic function

Pn
j¼1 cjxj .

The linear constraints are either inequalities,
Pn

j¼1 aijxj � bi; i ¼ 1; 2;. . .; p, or
equalities,

Pn
j¼1 aijxj ¼ bi; i ¼ pþ 1;. . .;m. As regards the specificity of the vari-

ables in program PA.1, some of them can only take integer values; this is the case of
variables xj ; j ¼ 1;. . .; s. Others can take any non-negative real values; this is the case
of variables xj ; j ¼ sþ 1;. . .; n. Among the variables that can only take integer
values, some can only take the values 0 or 1; this is the case of variables
xj ; j ¼ 1;. . .; r . If all the variables of PA.1 must only take integer values, we have an
integer linear program. If all its variables must only take the values 0 or 1, it is a 0–1
linear program or a linear program in Boolean variables. It can always be assumed
that all the variables in a mixed-integer linear program are positive or zero. This is
because any variable that is not constrained in sign can be expressed as the differ-
ence between two non-negative variables. Thus, a real variable can be expressed as
the difference between two positive or zero real variables and a variable belonging to
the set of integers, as the difference between two variables belonging to the set of
natural numbers.

Example A.1. Consider program PA.3, which consists of minimizing a linear function
of the five variables x1, x2, x3, x4, and x5, subject to two linear constraints – one
equality and one inequality. Variables x1 and x2 can only take the values 0 or 1,
variable x3 must take a positive or zero integer value, and both variables x4 and x5
must take real, positive or zero values.

PA:3 :

min f ðx1; x2; x3; x4; x5Þ ¼ �x1 � 3x2þ 3x3 � 4x4þ 7x5

s.t:

2x1 � 3x2þ 3x3 � 6x4 � 2x5� 10 ðA:3:1Þ
x1 � 4x2þ 2x3 � 5x4þ 3x5 ¼ 14 ðA:3:2Þ
x1; x2 2 f0; 1g ðA:3:3Þ
x3 2 N ðA:3:4Þ
x4; x5� 0 ðA:3:5Þ

�������������

8>>>>>>>>>><
>>>>>>>>>>:

Many software packages for solving linear programs are available. Using one of
these software packages, the following optimal solution of PA.3 is obtained: (x1 = 1,
x2 = 0, x3 = 4, x4 = 0.0714, x5 = 1.7857). This solution gives the economic function
the value 23.2143. A solution that satisfies all the constraints is called a feasible
solution. For example, the solution (x1 = 0, x2 = 1, x3 = 5, x4 = 0.5, x5 = 3.5) is
feasible but not optimal since it gives the economic function the value 34.5.

Some integer linear programs are easy to solve because any feasible basic
solution of their continuous relaxation is an integer solution. A matrix is said to be
totally unimodular if the determinants of all its square sub-matrices are 0, 1 or −1.
The coefficients of such a matrix can, therefore, only take the values 0, 1 or −1.
There are some simple characterizations of totally unimodular matrices. Consider
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the set of solutions, assumed to be not empty, fx 2 R
n : Ax � b; x � 0g. In a general

way, if A is totally unimodular and if all the entries of the vector b are integer, then
fx 2 R

n : Ax � b; x � 0g is an integral polyhedron, i.e., a polyhedron whose vertices
all have integer coordinates. Consider the mathematical program PA.4 and its
continuous relaxation, PA.5. It is assumed that PA.4 admits an optimal solution.

PA:4 :

min
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj � bi i ¼ 1;. . .; p ðA:4:1Þ
xj 2 f0; 1g j ¼ 1;. . .; r ðA:4:2Þ
xj 2 N j ¼ r þ 1;. . .; s ðA:4:3Þ

���������

8>>>>>>>><
>>>>>>>>:

PA:5 :

min
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj � bi i ¼ 1;. . .; p ðA:5:1Þ

xj � 1 j ¼ 1;. . .; r ðA:5:2Þ
xj � 0 j ¼ 1;. . .; s ðA:5:3Þ

���������

8>>>>>>>><
>>>>>>>>:

If the matrix associated with constraints A.5.1 and A.5.2 is totally unimodular
and if the coefficients bi, i = 1,…, p, are integers, then any basic solution of PA.5 is
integer-valued, and this is the case, in particular, of its optimal solution(s). To solve
the integer linear program PA.4, it is therefore sufficient to solve the continuous
linear program PA.5.

There is an extensive literature on linear programming, a central problem in
operational research. A few works, either entirely devoted to linear programming or
more general but with parts devoted to linear programming, are mentioned below.
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A.2 Quadratic Programming
Linear programming is a powerful tool for formulating and solving a wide variety of
optimization problems. However, in some cases, the economic function or con-
straints associated with the problems of interest do not possess the linearity prop-
erty. These are referred to as non-linear optimization problems and non-linear
mathematical programs. Solving a general non-linear mathematical program is a
difficult task. Here we are interested in quadratic programs. Such a program is
generally written as PA.6.

PA:6 :

min qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn
i¼1

Pn
j¼1

qijxixj

s.t:

Pn
j¼1

ekjxj þ
Pn
i¼1

Pn
j¼1

ckijxixj � bk k ¼ 1;. . .; p ðA:6:1Þ
Pn
j¼1

ekjxj þ
Pn
i¼1

Pn
j¼1

ckijxixj ¼ bk k ¼ pþ 1;. . .;m ðA:6:2Þ
xj 2 f0; 1g j ¼ 1;. . .; r ðA:6:3Þ
xj 2 N j ¼ r þ 1;. . .; s ðA:6:4Þ
xj � 0 j ¼ sþ 1;. . .; n ðA:6:5Þ

�����������������

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:
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Variables x1; x2;. . .; xn are the variables of the problem; aj ðj ¼ 1;. . .; nÞ,
qij ði ¼ 1;. . .; n; j ¼ 1;. . .; nÞ, ekj ðk ¼ 1;. . .;m; j ¼ 1;. . .; nÞ, ckij ðk ¼ 1;. . .;m; i ¼ 1;
. . .; n; j ¼ 1;. . .; nÞ, and bk ðk ¼ 1;. . .;mÞ are any given coefficients. Constraints A.6.1
are quadratic inequality constraints and constraints A.6.2 are quadratic equality
constraints. Solving PA.6 is generally difficult, but there are many interesting and
much easier special cases. Some of them are discussed below.

A.3 Convex Quadratic Programming
Consider program PA.7 that satisfies the following properties: the objective,
qðxÞ ¼ qðx1; x2;. . .; xnÞ, and the left-hand side of constraint A.7.1,

Pn
j¼1 ekjxj þPn

i¼1
Pn

j¼1 ckijxixj , are convex quadratic functions; the right-hand side of this con-
straint, bk, is a positive or zero constant. Program PA.7 consists of minimizing a
convex function over a convex domain; it is called a convex quadratic program.
There are very efficient algorithms to solve it.

PA:7 :

min qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn
i¼1

Pn
j¼1

qijxixj

s.t:

Pn
j¼1

ekjxj þ
Pn
i¼1

Pn
j¼1

ckijxixj � bk k ¼ 1;. . .;m ðA:7:1Þ
xj � 0 j ¼ 1;. . .; n ðA:7:2Þ

������

8>>>><
>>>>:

Given n real variables, x1; x2;. . .; xn, an expression of the form qðxÞ ¼Pn
i¼1Pn

j¼1 xiqijxj is called a quadratic form. It is written, in matrix form, qðxÞ ¼ xtQ x
where x denotes the vector ðx1; x2;. . .; xnÞ, and Q denotes a symmetric square matrix
of dimension n � n. The matrix Q is said to represent the quadratic form qðxÞ. Note
that any quadratic form can be represented by one and only one symmetric matrix
and that any symmetric matrix represents one and only one quadratic form. The
symmetric matrix Q is said to be positive semidefinite if, for all x 2 R

n, xtQx � 0. By
definition, the quadratic form qðxÞ ¼ xtQx is convex if the symmetric matrix Q is
positive semidefinite. There are many characterizations of positive semidefinite
matrices.

A special case of PA.7, which can be solved very efficiently, consists in minimizing
a convex quadratic function subject to linear constraints. It corresponds to program
PA.8 in which, now, bk is a coefficient of any sign.

PA:8 :

min qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn
i¼1

Pn
j¼1

qijxixj

s.t:

Pn
j¼1

ekjxj � bk k ¼ 1;. . .;m ðA:8:1Þ
xj � 0 j ¼ 1;. . .; n ðA:8:2Þ

������

8>>>><
>>>>:
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Example A.2. Consider the convex quadratic program PA.9.

PA:9 :

min qðxÞ ¼ �3x1 � 2x2 � 3x3 � 10x4þ 4x5þ 2ðx2 � 1Þ2þ 5ðx3 � 1Þ2
þ 2ðx4 � 1Þ2þðx5 � 2Þ2

s.t:
2x1þ 3x2þ 3x3þ 5x4 � 2x5� 20 ðA:9:1Þ

x1; x2; x3; x4; x5� 0 ðA:9:2Þ

������

8>>>>>><
>>>>>>:

Many software packages are available to solve PA.9. The optimal solution
obtained with one of these software packages is: (x1 = 5.6, x2 = 0.375, x3 = 0.85,
x4 = 1.625, x5 = 1.5). This solution gives the economic function the value −28.425.

There are many books and articles dealing with convex mathematical pro-
gramming and, in particular, convex quadratic programming. Some of these pub-
lications are mentioned below.
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A.4 Mixed-Integer Quadratic Programs With Convex
Continuous Relaxations

In such programs, the variables are either integer or real. They are generally written
as PA.10. In this program, the economic function and the left-hand side of constraint
A.10.1 are convex quadratic functions, and bk, k ¼ 1; 2;. . .;m, is a positive or zero
constant.

PA:10 :

min qðx1x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn
i¼1

Pn
j¼1

qijxixj

s.t:

Pn
j¼1

ekjxj þ
Pn
i¼1

Pn
j¼1

ckijxixj � bk k ¼ 1;. . .;m ðA:10:1Þ
xj 2 f0; 1g j ¼ 1;. . .; r ðA:10:2Þ
xj 2 N j ¼ r þ 1;. . .; s ðA:10:3Þ
xj � 0 j ¼ sþ 1;. . .; n ðA:10:4Þ

�����������

8>>>>>>>>>><
>>>>>>>>>>:

The continuous relaxation of PA.10 is obtained by relaxing the integrality
constraints. Specifically, the constraint xj 2 f0; 1g, j ¼ 1;. . .; r , is replaced by the
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constraint 0� xj � 1, j ¼ 1;. . .; r , and the constraint xj 2 N, j ¼ r þ 1;. . .; s, is
replaced by the constraint xj � 0, j ¼ r þ 1;. . .; s. The resulting program is called the
continuous relaxation of PA.10, and it is easy to see that it is a convex quadratic
program. There are efficient algorithms for solving mixed-integer quadratic pro-
grams with convex continuous relaxation. They are in fact based on implicit
enumeration methods that require, at each node of the search tree, the resolution of
a continuous relaxation, which in this case can be done efficiently because of
convexity properties.

There are also several methods for converting a mixed-integer quadratic program
whose continuous relaxation is not convex into a mixed-integer quadratic program
whose continuous relaxation is convex. Some examples of these transformations are
presented in the following section.

A.5 Quadratic Programming in 0–1 Variables
Quadratic programs in 0–1 variables allow the formulation of a large number of
combinatorial optimization problems in various fields. The general form of these
programs is given by PA.11.

PA:11 :

min qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn
i¼1

Pn
j¼1

qijxixj

s.t:

Pn
j¼1

ekjxj þ
Pn
i¼1

Pn
j¼1

ckijxixj � bk k ¼ 1;. . .; p ðA:11:1Þ

Pn
j¼1

ekjxj þ
Pn
i¼1

Pn
j¼1

ckijxixj ¼ bk k ¼ pþ 1;. . .;m ðA:11:2Þ

xj 2 f0; 1g j ¼ 1;. . .; n ðA:11:3Þ

�����������

8>>>>>>>>>><
>>>>>>>>>>:

There are many methods to solve this type of program: linearization methods
and convexification methods. The linearization methods consist of transforming
PA.11 into a mixed-integer linear program, using additional variables. The convexi-
fication methods consist in transforming PA.11 into a quadratic problem whose
continuous relaxation is convex, possibly using additional variables. Some solvers
accept programs PA.11 directly, and automatically perform a pre-processing – lin-
earization or convexification – that transforms the program into an equivalent one
whose continuous relaxation is a linear or a convex quadratic program.

A.5.1 Linearizations

One way to solve PA.11 is to linearize it and then solve the mixed-integer linear
program thus constructed using a mixed-integer linear programming solver. A first
linearization method consists in replacing, in the economic function and in the
constraints, each product of variables xixj by variable yij, and in adding to the
obtained program constraints which force variable yij to be equal to product xixj.
Thus, we obtain program PA.12 in which IJ designates the set of index pairs ði; jÞ 2
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f1;. . .; ng2 such that the product xixj appears either in the economic function or in
the constraints of PA.11.

PA:12 :

min qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn
i¼1

Pn
j¼1

qijyij

s.t:

Pn
j¼1

ekjxj þ
Pn
i¼1

Pn
j¼1

ckijyij � bk k ¼ 1;. . .; p ðA:12:1Þ
Pn
j¼1

ekjxj þ
Pn
i¼1

Pn
j¼1

ckijyij ¼ bk k ¼ pþ 1;. . .;m ðA:12:2Þ

yij � xi; yij � xj ; 1� xi � xj þ yij � 0 ði; jÞ 2 IJ ðA:12:3Þ
yij � 0 ði; jÞ 2 IJ ðA:12:4Þ
xj 2 f0; 1g j ¼ 1;. . .; n ðA:12:5Þ

�����������������

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

It is easy to verify, by examining the two possible values of variables xj,
j ¼ 1;. . .; n, that any feasible solution of PA.12 satisfies yij = xixj.

Example A.3. Consider program PA.13 which consists of minimizing a quadratic
function of 5 Boolean variables subject to one linear constraint.

PA:13 :

min �3x1 � 2x2þ 3x3 � 10x4þ 4x5þ 2 x1x2
�4x1x3þ 5x2x3þ 6x2x5 � 4x3x4þ 6x3x5 � 2x4x5

s.t:
2x1þ 3x2þ 3x3þ 5x4 � 2x5� 20 ðA:13:1Þ
x1; x2; x3; x4; x5 2 f0; 1g ðA:13:2Þ

�����

8>>>><
>>>>:

By applying the linearization shown above, we obtain program PA.14.

PA:14 :

min �3x1 � 2x2þ 3x3 � 10x4þ 4x5

þ 2y12 � 4y13þ 5y23þ 6y25 � 4y34þ 6y35 � 2y45

s.t:

2x1þ 3x2þ 3x3þ 5x4 � 2x5� 20 ðA:14:1Þ j y34� x3; y34� x4 ðA:14:6Þ
1� x1 � x2þ y12� 0 ðA:14:2Þ j 1� x3 � x5þ y35� 0 ðA:14:7Þ
y13� x1; y13� x3 ðA:14:3Þ j y45� x4; y45� x5 ðA:14:8Þ
1� x2 � x3þ y23� 0 ðA:14:4Þ j x1; x2; x3; x4; x5 2 f0; 1g ðA:14:9Þ
1� x2 � x5þ y25� 0 ðA:14:5Þ j y12; y13; y23; y25; y34; y35; y45� 0 ðA:14:10Þ

��������������

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

Note that, given the signs of the coefficients of variables yij in the economic
function, some linearization constraints are unnecessary. An optimal solution for
PA.14 is: (x1 = 1, x2 = 0, x3 = 1, x4 = 1, x5 = 0). This solution gives the economic
function the value −18.

We now present a second linearization method by applying it to program PA.15,
which consists of minimizing a quadratic economic function whose variables are
subject to linear constraints. Here, we assume that the quadratic part of the eco-
nomic function is written as

Pn�1
i¼1
Pn

j¼iþ 1 qijxixj . Note that, since x2i ¼ xi, we can

assume that the economic function does not have any terms x2i .
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PA:15 :

min qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn�1
i¼1

Pn
j¼iþ 1

qijxixj

s.t:

Pn
j¼1

ekjxj � bk k ¼ 1;. . .;m (A.15.1)

xj 2 f0; 1g j ¼ 1;. . .; n (A.15.2)

������

8>>>>>><
>>>>>>:

This second linearization consists in rewriting the economic function of PA.15 by
factoring variables xi in the quadratic part of this function and then replacing, for all
i ¼ 1;. . .; n � 1, the expression xi

Pn
j¼iþ 1 qijxj by variable zi. By proceeding in this

way, the economic function is written
Pn

j¼1 ajxj þ
Pn�1

i¼1 zi. We must then add
constraints A.16.2 and A.16.3 to force variable zi to take, at the optimum of the
program obtained, the value of the expression xi

Pn
j¼iþ 1 qijxj . We finally obtain

program PA.16.

PA:16 :

min qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn�1
i¼1

zi

s.t:

Pn
j¼1

ekjxj � bk k ¼ 1;. . .;m ðA:16:1Þ
zi � xi

P
j ¼ iþ 1;. . .; n :

qij\0

qij i ¼ 1;. . .; n � 1 ðA:16:2Þ

zi �
P

j¼iþ 1;...;n
qijxj� ð1� xiÞ

P
j ¼ iþ 1;. . .; n :

qij [ 0

qij i ¼ 1;. . .; n � 1 ðA:16:3Þ

xj 2 f0; 1g j ¼ 1;. . .; n ðA:16:4Þ
zi 2 R i ¼ 1;. . .; n � 1 ðA:16:5Þ

������������������

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

Let us look at constraints A.16.2 and A.16.3. If xi = 0, constraint A.16.2 becomes
zi � 0 and constraint A.16.3, zi �

P
j¼iþ 1;...;n qijxj �

P
j¼iþ 1;...;n : qij [ 0 qij . The

right-hand side of the latter constraint is negative or zero whatever the values taken
by variables xj. Finally, in this case and because we are seeking to minimize variable
zi, this variable takes the value 0 at the optimum of PA.16. If xi = 1, constraint A.16.2
becomes zi �

P
j¼iþ 1;...;n : qij\0 qij and constraint A.16.3 becomes zi �

P
j¼iþ 1;...;n

qijxj . Note that
P

j¼iþ 1;...;n qijxj �
P

j¼iþ 1;...;n : qij\0 qij whatever the values taken by

the Boolean variables xj. Because we are seeking to minimize zi, this variable takes,
at the optimum of PA.16, the greater of the 2 values

P
j¼iþ 1;...;n : qij\0 qij ,P

j¼iþ 1;...;n qijxj , that is to say the value
P

j¼iþ 1;...;n qijxj . Finally, at the optimum of
PA.16, zi ¼ xi

P
j¼iþ 1;...;n qijxj . Note that the technique just presented for linearizing

the economic function could be applied in the same way to linearize quadratic
constraints.

Example A.4. Let us go back to PA.13 and apply this second linearization method to
it. The quadratic part of the economic function can be rewritten
x1ð2x2 � 4x3Þþ x2ð5x3þ 6x5Þþ x3ð�4x4þ 6x5Þþ x4ð�2x5Þ. We thus obtain the
mixed-integer linear program PA.17 which is equivalent to program PA.13.
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PA:17 :

min qðx1; x2;. . .; x5Þ ¼ �3x1 � 2x2þ 3x3 � 10x4þ 4x5þ z1þ z2þ z3þ z4

s.t:

2x1þ 3x2þ 3x3þ 5x4 � 2x5� 20 j z4� � 2x4; z4� � 2x5

z1� � 4x1; z1� 2x2 � 4x3 � 2ð1� x1Þ j x1; x2; x3; x4; x5 2 f0; 1g
z2� 0; z2� 5x3þ 6x5 � 11ð1� x2Þ j z1; z2; z3; z4; z5 2 R

z3� � 4x3; z3� � 4x4þ 6x5 � 6ð1� x3Þ j

����������

8>>>>>>><
>>>>>>>:

The optimal solution for PA.17 is: (x1 ¼ 1; x2 ¼ 0; x3 ¼ 1; x4 ¼ 1; x5 ¼ 0;
z1 ¼ �4; z2 ¼ 0; z3 ¼ �4, z4 ¼ 0), and this solution gives the economic function the
value −18.

A.5.2 Convexifications

There are several methods to transform PA.11 into an equivalent quadratic program
with a convex continuous relaxation. Examples of these methods are given below, in
the particular case of minimizing a quadratic function whose variables are subject to
linear constraints. Let us therefore consider program PA.18.

PA:18 :

min qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ
Pn
i¼1

Pn
j¼1

qijxixj

s.t:

Pn
j¼1

ekjxj � bk k ¼ 1;. . .;m ðA:18:1Þ
xj 2 f0; 1g j ¼ 1;. . .; n ðA:18:2Þ

������

8>>>><
>>>>:

Let Qþ ¼ fði; jÞ : qij [ 0g and Q� ¼ fði; jÞ : qij\0g. Since variables xi, i = 1,…,
n, are Boolean variables, the function ~q below is equal to the economic function of
PA.18, qðx1; x2;. . .; xnÞ, for all x 2 0; 1f gn.

~qðx1; x2;. . .; xnÞ ¼
Pn
j¼1

ajxj þ 1
2

X
ði;jÞ2Qþ

qijððxi þ xjÞ2 � ðxi þ xjÞÞ

� 1
2

X
ði;jÞ2Q�

qijððxi � xjÞ2 � ðxi þ xjÞÞ

In addition, ~qðx1; x2;. . .; xnÞ is a convex function. Program PA.18 is equivalent to
program PA.19 and the continuous relaxation of PA.19 is a convex quadratic program.

PA:19 :
min ~qðx1; x2;. . .; xnÞ
s.t: ðA:18:1Þ; ðA:18:2Þj

�

Let us now consider another convexification method. Let us rewrite program
PA.18 using a matrix writing of the quadratic part of the economic function. We
obtain program PA.20 in which the matrix M, of general term mij, is the symmetric
matrix associated with the quadratic form

Pn
i¼1
Pn

j¼1 qijxixj . We have, for all i� j,

mji ¼ mij ¼ qij þ qji
� �

=2.
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PA:20 :
min q x1; x2;. . .; xnð Þ ¼ P

n

j¼1
ajxj þ xt Mx

s.t: ðA:18:1Þ; ðA:18:2Þj

8<
:

One way of reformulating program PA.20 – and thus program PA.18 – as an
equivalent quadratic program whose continuous relaxation is a convex quadratic
program, is to add to the function qðx1; x2;. . .; xnÞ – assumed to be non-convex – the
quantity

P
j¼1;...;n kminðx2j � xjÞ where kmin denotes the absolute value of the smallest

eigenvalue of the square and symmetric matrix, M. This gives the convex quadratic

function q̂ x1; x2;. . .; xnð Þ ¼ q x1; x2;. . .; xnð Þþ Pj¼1;...;n kmin x2j � xj
� �

which is equal to

qðx1; x2;. . .; xnÞ for all x 2 0; 1f gn. This method requires a relatively simple
pre-processing of program PA.20, the calculation of the smallest eigenvalue of the
matrix M. Finally, one can thus solve PA.20 by solving the quadratic program PA.21

whose continuous relaxation is convex.

PA:21 :
min q x1; x2;. . .; xnð Þþ P

n

j¼1
kmin x2j � xj

� �

s.t: ðA:18:1Þ; ðA:18:2Þj

8<
:

Example A.5. Let us consider again program PA.13 and transform it into a quadratic
program whose continuous relaxation is a convex program. To do this, let us add to
the economic function the quantity – zero for any feasible solution –

kmin
Pn

j¼1 x2j � xj
� �

where λmin is equal to the absolute value of the smallest eigen-

value of the matrix associated with the quadratic form 2x1x2�
4x1x3þ 5x2x3þ 6x2x5 � 4x3x4þ 6x3x5 � 2x4x5, i.e., of the matrix

M ¼

0 1 �2 0 0
1 0 2:5 0 3
�2 2:5 0 �2 3
0 0 �2 0 �1
0 3 3 �1 0

0
BBBB@

1
CCCCA
:

The smallest eigenvalue of M is equal to −4.19. Program PA.13 is therefore
equivalent to program PA.22 whose continuous relaxation is convex.

PA:22 :

min �3x1 � 2x2þ 3x3 � 10x4þ 4x5þ 2x1x2
�4x1x3þ 5x2x3þ 6x2x5 � 4x3x4þ 6x3x5 � 2x4x5

þ 4:2
Pn
i¼1

x2i � xi
� �

s.t:
2x1þ 3x2þ 3x3þ 5x4 � 2x5� 20 ðA:22:1Þ
x1; x2; x3; x4; x5 2 f0; 1g ðA:22:2Þ

�����

8>>>>>>><
>>>>>>>:
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There are other, more elaborate pre-treatments of program PA.18 – whose
continuous relaxation is non-convex – allowing it to be rewritten as an equivalent
quadratic program whose continuous relaxation is a convex quadratic program.
These methods, which are based on positive semidefinite programming, also allow
the processing of quadratic programs containing simultaneously Boolean variables,
integer variables and real variables. There are many publications dealing with these
linearization and convexification methods. Some of them are mentioned below.
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A.6 Fractional Programming
The general fractional optimization problem can be written in the form of the
mathematical program PA.23.

PA:23 :
max f ðxÞ=gðxÞ
s.t: x 2 X

�

The set X is a compact, non-empty subset of Rn. The functions f ðxÞ and gðxÞ are
continuous functions with real values defined on the set X. It is assumed here that
gðxÞ[ 0 for any x belonging to X. There are many methods to solve this problem.
We present below one of these methods, the Dinkelbach algorithm.

Let k be a parameter belonging to the set of real numbers. Let us consider the
parametric problem PA:24ðkÞ associated with PA.23.

PA:24ðkÞ : max f ðxÞ � k gðxÞ
s.t: x 2 X

�

Let us denote by v ðkÞ the optimal value of PA:24ðkÞ and by x�k, an optimal
solution to this program. We can prove that v ðkÞ ¼ 0 if and only if k is the optimal
value of PA.23 and x�k , an optimal solution to this problem. Thus, we obtain another
formulation of program PA.23:

Find k 2 R such that v ðkÞ ¼ 0, where v ðkÞ ¼ maxff ðxÞ � kgðxÞ : x 2 Xg.
From this formulation, we will be able to build algorithms to solve PA.23, based

on classical methods to determine the root of a function – the Newton method. This
is the case of the Dinkelbach algorithm presented below.

The Dinkelbach Algorithm

Step 1. k f ðx0Þ=gðx0Þ where x0 is a point of X.
Step 2. calculate vðkÞ = max f ðxÞ � kgðxÞ : x 2 Xf g and let xk be such that

vðkÞ = f ðxkÞ � kgðxkÞ.
Step 3. if vðkÞ 6¼ 0 then k f ðxkÞ=gðxkÞ and go to 2 else xk is an optimal solution

endif.
The difficulty of this algorithm depends on the difficulty of the optimization

problem of Step 2.
In the case where the functions f ðxÞ and g(x) are linear or affine and X is a convex

polyhedron, PA.23 is a linear or hyperbolic fractional optimization problem. It is
written as PA.25.

PA:25 :

max b0þ
Pn

j¼1 bjxj
� ��

c0þ
Pn

j¼1 cjxj
� �

s.t:

Pn
j¼1

aijxj � di i ¼ 1;. . .;m ðA:25:1Þ

xj � 0 j ¼ 1;. . .; n ðA:25:2Þ

�������

8>>>>><
>>>>>:

where b0, c0, bj ðj ¼ 1;. . .; nÞ, cj ðj ¼ 1;. . .; nÞ, and aijði ¼ 1;. . .;m; j ¼ 1;. . .; nÞ are real
coefficients such that, for any feasible solution of PA.25, c0þ

Pn
j¼1 cjxj [ 0. Program
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PA.25 can be solved by the Dinkelbach algorithm. In this case, the optimization
problem of Step 2 consists in solving a continuous linear program. However, by per-
forming the variable changes yj ¼ xj=ðc0þ

Pn
j¼1 cjxjÞ, j = 1,…,n, and

t ¼ 1=ðc0þ
Pn

j¼1 cjxjÞ, PA.25 can be rewritten as the equivalent linear program PA.26.

PA:26 :

max b0tþ
Pn
j¼1

bjyj

s.t:

c0tþ
Pn
j¼1

cjyj ¼ 1 (A:26:1Þ
Pn
j¼1

aijyj � dit i ¼ 1;. . .;m (A:26:2Þ
yj � 0 j ¼ 1;. . .; n (A:26:3Þ
t� 0 (A:26:4Þ

�������������

8>>>>>>>>>>>><
>>>>>>>>>>>>:

Let us now consider the mixed-integer linear fractional optimization problem
PA.27.

PA:27 :

max b0þ
Pn

j¼1 bjxj
� ��

c0þ
Pn

j¼1 cjxj
� �

s.t:

Pn
j¼1

aijxj � di i ¼ 1;. . .;m ðA:27:1Þ

xj � 0 j ¼ 1;. . .; p ðA:27:2Þ

xj 2 f0; 1g j ¼ pþ 1;. . .; n ðA:27:3Þ

�����������

8>>>>>>>>>><
>>>>>>>>>>:

As before, it is assumed that c0þ
Pn

j¼1 cjxj [ 0 for any feasible solution. The
Dinkelbach algorithm, presented above, can be used to solve PA.27. In this case, X is
defined by Constraints A.27.1–A.27.3, and Step 2 of the algorithm consists in
solving a mixed-integer linear program.

Fractional optimization problems are very diverse. For example, one can look at
the ratio of two quadratic functions or at the sum of several ratios. For more infor-
mation on fractional optimization, the reader can consult the references cited below.
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A.7 Piecewise Linear Functions
In this section, we are interested in mathematical programs involving piecewise linear
functions and linear functions in the economic function and/or in the constraints. In
fact, in the general case, such programs can be rewritten as mixed-integer linear
programs. Note that this notion of piecewise linearity is interesting since any con-
tinuous function of one variable can be approximated by a piecewise linear function,
the quality of the approximation depending on the size of the segments. Let f ðxÞ be a
piecewise linear function defined on the interval [b0, bp] in the following way:

f ðxÞ ¼ a1x þ d1 b0� x � b1

f ðxÞ ¼ a2x þ d2 b1� x � b2

f ðxÞ ¼ a3x þ d3 b2� x � b3
. . .. . .. . .. . .. . .. . .. . . . . .. . .. . .. . .
f ðxÞ ¼ apx þ dp bp�1� x � bp
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The coefficients b0; b1;. . .; bp are real numbers such that 0� b0\b1\� � �\bp. The
coefficients a1;. . .; ap represent the slope of the different segments. Figure A.1 shows
a piecewise linear function, f ðxÞ, defined on the interval [2, 16] by the 5 points of
coordinates (2, 8), (6, 20), (8, 16), (12, 24), and (16, 20). The 4 corresponding
linear – or affine – functions are: f1ðxÞ ¼ 3x þ 2, f2ðxÞ ¼ �2x þ 32, f3ðxÞ ¼ 2x, and
f4ðxÞ ¼ �x þ 36.

A first formulation. This formulation allows a piecewise linear function to be
expressed as a linear function subject to linear constraints. This formulation uses
additional Boolean variables and also additional real variables. Note, first of all,
that, for any x between bi and biþ 1, two non-negative reals, ki and kiþ 1, can be
defined, whose sum is 1 and such that x ¼ kibi þ kiþ 1biþ 1. It is thus deduced that,
for any x between bi and biþ 1, the piecewise linear function f(x) can be written
f ðxÞ ¼ kif ðbiÞþ kiþ 1f ðbiþ 1Þ where ki and kiþ 1 satisfy the above properties. Finally,
we can therefore write the function f ðxÞ in the form f ðxÞ ¼Pp

i¼0 kif ðbiÞ where all ki
are non-negative real numbers such that

Pp
i¼0 ki ¼ 1, and satisfying the following

conditions: if bi � x � biþ 1 then ki þ kiþ 1 ¼ 1 and x ¼ kibi þ kiþ 1biþ 1. We can
therefore write f ðxÞ in the form

Pp
i¼0 kif ðbiÞ, where variables zi and λi satisfy con-

straints CA.1 below.

CA:1 :

x ¼ P
p

i¼0
kibi ðCA:1:1Þ j Pp

i¼0
ki ¼ 1 ðCA:1:5Þ

k0� z0 ðCA:1:2Þ j Pp�1
i¼0

zi ¼ 1 ðCA:1:6Þ
ki � zi�1þ zi 1� i\p ðCA:1:3Þ j ki � 0 i ¼ 0; 1;. . .; p ðCA:1:7Þ
kp� zp�1 ðCA:1:4Þ j zi 2 0; 1f g i ¼ 0; 1;. . .; p� 1 ðCA:1:8Þ

8>>>>>>>><
>>>>>>>>:
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FIG. A.1 – A piecewise linear function, f ðxÞ, defined by the 5 points of coordinates (2,8),
(6,20), (8,16), (12,24), and (16,20).
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Indeed, constraints CA.1.6 and CA.1.8 require that one and only one variable zi
be equal to 1. Moreover, if zi ¼ 1, then constraints CA.1.2, CA.1.3, CA.1.4, CA.1.5,
and CA.1.7 imply ki þ kiþ 1 ¼ 1 and kk ¼ 0, for all k different from i or iþ 1.

Example A.6. Let us apply the approach presented above to the mathematical
program PA.28. In this program, the economic function and one of the constraints are
expressed as the sum of a piecewise linear function of variable x, and a linear
function of variable x and other variables, t1, t2, and t3. The piecewise linear function
f ðxÞ is defined on the interval [1, 7] by the points of coordinates (1, 3), (3, 5), (5, 3),
and (7, 5).

PA:28 :

min f ðxÞþ t1 � 2t2þ t3 � 2x

s.t:

4:5x þ t1 � t3� 27:5 ðA:28:1Þ j t1� 6 ðA:28:4Þ
x þ 2f ðxÞþ 2t1þ 2t2� 24 ðA:28:2Þ j t2� 4 ðA:28:5Þ
1� x � 7 ðA:28:3Þ j t1; t2; t3� 0 ðA:28:6Þ

�������

8>>>><
>>>>:

The solution of PA.28 can be obtained by solving the mixed-integer linear program
PA.29 in which variable e represents the value of the piecewise linear function f(x).

PA:29 :

min eþ t1 � 2t2þ t3 � 2x

s.t:

4:5x þ t1 � t3� 27:5 j k0� z0 j z0þ z1þ z2 ¼ 1 j t2� 4

x þ 2eþ 2t1þ 2t2� 24 j k1� z0þ z1 j k0þ k1þ k2þ k3 ¼ 1 j k0; k1; k2; k3� 0

e ¼ 3k0þ 5k1þ 3k2þ 5k3 j k2� z1þ z2 j 1� x � 7 j t1; t2; t3� 0

x ¼ k0þ 3k1þ 5k2þ 7k3 j k3� z2 j t1� 6 j z0; z1; z2 2 f0; 1g

����������

8>>>>>>><
>>>>>>>:

Note that the values of both variables e and x are entirely defined by the values of
variables λi, i = 0, 1, 2, 3. The optimal solution of PA.29 is: (x ¼ 6:1111; t1 ¼ 0;
t2 ¼ 4; t3 ¼ 0); the corresponding values of variables e, λi and zi are:
e ¼ 4:1111; k0 ¼ 0; k1 ¼ 0; k2 ¼ 0:4444; k3 ¼ 0:5556, z0 ¼ 0; z1 ¼ 0; z2 ¼ 1. The
value of the optimal solution is equal to −16.1111.

A second formulation. We present below another way of expressing the piecewise
linear function f ðxÞ defined at the beginning of this section. In this formulation, f ðxÞ
is expressed as a linear function of real variables, ui, and Boolean variables, zi, i = 1,
…, p, these variables being subject to linear constraints. It is indeed easy to verify
that, for any x belonging to the interval [b0, bp], f ðxÞ ¼

Pp
i¼1 ðaiui þ diziÞ, provided

that variables ui and zi satisfy constraints CA.2 below.

CA:2 :

bi�1zi � ui � bizi i ¼ 1;. . .; p (CA:2:1Þ

x ¼ P
p

i¼1
ui (CA:2:2Þ

Pp
i¼1

zi ¼ 1 (CA:2:3Þ
zi 2 f0; 1g i ¼ 1;. . .; p (CA:2:4Þ

8>>>>>>><
>>>>>>>:
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Example A.7. Let us apply this second method to the previous program PA.28. Since
the piecewise linear function f ðxÞ is defined on the interval [1, 7] by the points of
coordinates (1, 3), (3, 5), (5, 3), and (7, 5), we have: a1 ¼ 1; a2 ¼ �1; a3 ¼ 1 and
d1 ¼ 2; d2 ¼ 8; d3 ¼ �2. The equivalent mixed-integer linear program PA.30 is
obtained in which variable e represents the value of the piecewise linear function f(x).

PA:30 :

min eþ t1 � 2t2þ t3 � 2x

s.t:

x þ 2eþ 2t1þ 2t2� 24 j x ¼ u1þ u2þ u3

4:5x þ t1 � t3� 27:5 j z1þ z2þ z3 ¼ 1

e ¼ u1þ 2z1 � u2þ 8z2þ u3 � 2z3 j 0� t1� 6; 0� t2� 4; t3� 0

z1� u1� 3z1; 3z2� u2� 5z2; 5z3� u3� 7z3 j z1; z2; z3 2 f0; 1g

��������������

8>>>>>>>>>>><
>>>>>>>>>>>:

Note that the possible values of variables ui, i = 1, 2, 3, are completely defined
by the values of variables zi, i = 1, 2, 3, that the value of variable x is completely
defined by the values of variables ui, i = 1, 2, 3, and that the value of variable e is
completely defined by the values of variables ui and zi, i = 1, 2, 3. The optimal
solution of PA.30 is: ðx ¼ 6:1111; t1 ¼ 0; t2 ¼ 4; t3 ¼ 0Þ; the corresponding values of
variables e, and zi are: e ¼ 4:1111; z1 ¼ 0; z2 ¼ 0; z3 ¼ 1. The value of the optimal
solution is −16.1111.

Maximization of a concave piecewise linear function. In the concave case, a piece-
wise linear function can be expressed as the maximum of a linear function of
additional real variables, these variables being subject to linear constraints. In this
case, the use of Boolean variables becomes unnecessary. Recall that a function f ðxÞ
defined on a domain D is concave if and only if.

8x1; x2 2 D; 8k 2 ½0; 1� : f ðxÞ ¼ f ðkx1þ ð1� kÞ x2Þ� kf ðx1Þ þ ð1� kÞ f ðx2Þ.

Figure A.2 shows an example of a concave piecewise linear function.
Let us consider a concave piecewise linear function, f ðxÞ, defined on the inter-

val [b0, bp] by the points of coordinates ðb0; y0Þ, ðb1; y1Þ,…, ðbp; ypÞ with
0� b0\b1\� � �\bp. It can be shown that, for all x belonging to the interval [b0, bp],

f ðxÞ ¼ max
u1;...;up

y0þ
Xp
i¼1

yi � yi�1
bi � bi�1

ui : x ¼
Xp
i¼1

ui; 0� ui � bi � bi�1 ði ¼ 1;. . .; pÞ
( )

:

Example A.8. Let us apply the previous method to program PA.31 which consists in
maximizing the sum of two concave piecewise linear functions subject to linear
constraints.

316 Appendix



PA:31 :

max f1ðx1Þþ f2ðx2Þ

s.t:
x1þ 2x2� 6 j 0� x1� 6

3x1þ x2� 10 j 0� x2� 8

�����

8>><
>>:

The function f1ðx1Þ is defined by the points of coordinates (0, 0), (1, 2), (3, 4),
and (6, 5), and the function f2ðx2Þ is defined by the points of coordinates (0, 0),
(2, 4), (4, 6), and (8, 7). The linear program PA.31 is equivalent to PA.32.

PA:32 :

max 2u11þ u12þ 1
3 u13þ 2u21þ u22þ 1

4 u23

s.t:

x1þ 2x2� 6 j 0� u11� 1; 0� u12� 2; 0� u13� 3

3x1þ x2� 10 j 0� u21� 2; 0� u22� 2; 0� u23� 4

x1 ¼ u11þ u12þ u13 j 0� x1� 6

x2 ¼ u21þ u22þ a23 j 0� x2� 8

��������������

8>>>>>>>>>>>><
>>>>>>>>>>>>:

Note that constraints 0� x1� 6 and 0� x2� 8 are useless since the value of
variable x1 (resp. x2) is completely defined by the values of variables u1k (resp. u2k),
k = 1, 2, 3. The optimal solution of PA.32 is (x1 ¼ 3; x2 ¼ 1:5). Its value is 7.
The corresponding values of variables uik are: u11 ¼ 1; u12 ¼ 2; u13 ¼ 0 and
u21 ¼ 1:5; u22 ¼ 0; u23 ¼ 0.

The concave piecewise linear function f ðxÞ, defined on the interval [b0, bp] by the
points of coordinates ðb0; y0Þ, ðb1; y1Þ,…, ðbp; ypÞ with 0� b0\b1\� � �\bp, can also
be expressed as follows:

0 2 4 6 8 10 12 14 16 18 20 22 24 26
0

4

8

12

16

20

24

28

32

36

x

  f
 (x

)

FIG. A.2 – A concave piecewise linear function, f(x), defined by the 5 points of coordinates
(2, 4), (6, 16), (10, 24), (16, 30), and (24, 32). The successive slopes of the 4 segments are
decreasing and equal to 3, 2, 1, and 0.25, respectively.
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8x 2 ½b0; bp�; f ðxÞ ¼ min
i¼1;...;p

faix þ dig

where, for i = 1,…, p, ai ¼ ðyi � yi�1Þ=ðbi � bi�1Þ and di ¼ yi � aibi. Applying this
property to program PA.31 results in the equivalent linear program PA.33 in which
variable e1 represents the value of the piecewise linear function f1(x) and variable e2
the value of the piecewise linear function f2(x).

PA:33 :

max e1þ e2

s.t:

e1� 2x1 j e2� 0:25x2þ 5

e1� x1þ 1 j x1þ 2x2� 6

e1�ð1=3Þx1þ 3 j 3x1þ x2� 10

e2� 2x2 j 0� x1� 6

e2� x2þ 2 j 0� x2� 8

�������������

8>>>>>>>>>><
>>>>>>>>>>:

Note that there is no need to further constrain the – non negative – variables e1
and e2. The optimal solution of PA.33 is: (x1 ¼ 3; x2 ¼ 1:5; e1 ¼ 4; e2 ¼ 3); the value
of this solution is equal to 7.

For a more complete presentation of the possible processing of piecewise linear
functions, the reader can consult the references cited below.

References and Further Reading
Billionnet A. (2017) Programmation discrète. Dunod, Paris.
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Lin M.-H., Carlsson J.G., Ge D., Shi J., Tsai J.-F. (2013) A review of piecewise linearization

methods, Mathematical problems in engineering. Hindawi Publishing Corporation.
Vielma J.P., Ahmed S., Nemhauser G. (2010) A note on “A superior representation method for

piecewise linear functions”, INFORMS J. Comp. 22, 493.

A.8 Robustness in Mathematical Programming
It is often necessary to take into account, in a mathematical program, some
uncertainty in the data since this uncertainty can strongly influence the quality and
feasibility of the selected solution. The robust approach allows this uncertainty to be
taken into account to some extent.

Consider the linear program PA.34.

PA:34 :

max
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj � bi i ¼ 1;. . .;m ðA:34:1Þ

lj � xj � uj j ¼ 1;. . .; n ðA:34:2Þ

�������

8>>>>><
>>>>>:
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The coefficients cj (j = 1,…, n), aij (i = 1,…, m, j = 1,…, n), bi (i = 1,…, m), lj
(j = 1,…, n), and uj (j = 1,…, n) are data, and all the coefficients lj are positive or
zero. For all i 2 f1;. . .;mg, let Ji be the set of indices j such that the coefficient aij is
uncertain. It is assumed here that, for all i 2 f1;. . .;mg, each entry aij, j 2 Ji, cor-
responds to a bounded symmetric random variable, ~aij , j 2 Ji, which takes its values
in the interval ½aij � âij ; aij þ âij � where âij is a positive or zero constant. Below we
present a robust approach proposed by Bertsimas and Sim (2004).

Maximal protection against uncertainty. In this case, the optimal solution of PA.34 is
the one that maximizes the value of the economic function and is feasible regardless
of the values taken by the coefficients aij , in the set of possible values. The linear
program PA.35 allows this solution to be determined.

PA:35 :

max
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj þ
P
j2Ji

âijxj � bi i ¼ 1;. . .;m ðA:35:1Þ

lj � xj � uj j ¼ 1;. . .; n ðA:35:2Þ

������

8>>>>><
>>>>>:

Indeed, any feasible solution of PA.35 remains feasible for all possible values of the
random variables ~aij , i.e., for all values belonging to the interval ½aij � âij ; aij þ âij �.
The optimal solution of PA.35 is said to be the optimal robust solution of the problem
under consideration.

A less conservative approach. Here, it is considered unlikely that all uncertain
coefficients will differ simultaneously from their nominal value. It is thus assumed
that Ci coefficients aij can differ from their nominal value – at most from the
quantity âij. Ci is therefore an integer belonging to ½0; Jij j�. As before, the optimal
solution of PA.34 is then the one that maximizes the value of the economic function,
and which is feasible regardless of the values taken by the coefficients aij , given the
uncertainty assumptions. The search for this solution can be formulated as the
mathematical program PA.36.

PA:36 :

max
Pn
j¼1

jxj

s.t:

Pn
j¼1

aijxj

þ max
Si 	Ji ; Sij j � Ci

P
j2Si

âijxj

" #
� bi i ¼ 1;. . .;m ðA:36:1Þ

lj � xj � uj j ¼ 1;. . .; n ðA:36:2Þ

�����������

8>>>>>>>>>><
>>>>>>>>>>:

Given a feasible solution of PA.36, ~x, let us denote by bið~x;CiÞ the quantity
maxSi 	Ji ; Sij j � Ci ½

P
j2Si âij~xj �. This quantity can be determined by solving the

linear program PA.37.
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PA:37 :

max
P
j2Ji

âij~xjaij

s.t:

P
j2Ji

aij �Ci ðA:37:1Þ

0� aij � 1 j 2 Ji ðA:37:2Þ

������

8>>>><
>>>>:

PA.37 admits an optimal finite solution, which implies that its dual admits one
too (duality theory). Moreover, the values of these two optimal solutions are equal.
By associating the dual variable zi to constraint A.37.1 and the dual variables pij,
j 2 Ji, to constraints A.37.2, this dual problem is written.

bið~x;CiÞ ¼

min
P
j2Ji

pij þCizi

s.t:

zi þ pij � âij~xj j 2 Ji

pij � 0 j 2 Ji

zi � 0

�������

8>>>>><
>>>>>:

:

From this, it can be deduced that the optimal robust solution to the problem
under consideration can be determined by solving program PA.38.

PA:38 :

max
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj

þ P
j2Ji

pij þCizi � bi i ¼ 1;. . .;m ðA:38:1Þ

zi þ pij � âijxj i ¼ 1;. . .;m; j 2 Ji ðA:38:2Þ

lj � xj � uj j ¼ 1;. . .; n ðA:38:3Þ

zi � 0 i ¼ 1;. . .;m ðA:38:4Þ

pij � 0 i ¼ 1;. . .;m; j 2 Ji ðA:38:5Þ

����������������������

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

Example A.9. Consider the linear program PA.39.

PA:39 :

max 6x1þ 2x2þ 9x3þ 10x4þ x5

s.t:
4x1þ x2 � 5x3 � 3x4 � 2x5� 10 j 5x1 � x2 � 7x3þ 6x4þ 7x5� 20

3x1þ 2x2þ 9x3 � 3x4 � 10x5� 2 j 0� xi � 10 i ¼ 1;. . .; 5

�����

8>><
>>:
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The optimal solution of PA.39 is x = (0, 10, 10, 6.25641, 8.92308) and its value is
181.4872. Now, suppose that all the coefficients of the constraints are uncertain. The
values of the coefficients âij are given by the matrix below.

ðâijÞ ¼
0:8 0:2 1:0 0:6 0:4
0:6 0:4 1:8 0:6 2:0
1:0 0:2 1:4 1:2 1:4

0
@

1
A

Table A.1 gives the optimal robust solutions and their values for different values
of the parameter Ci. In this example, it is assumed that this parameter is not
dependent on i and we set C ¼ Ci for all i.

Table A.1 shows that when the uncertainty is substantial (C ¼ 5), the protection
cost against this uncertainty is very high since the value of the economic function
decreases, for example, from 91.0816 when C ¼ 1, to 44.0547 when C ¼ 5 (about
−52%). Note that in the case where C ¼ 5 the optimal robust solution can be
calculated by using the formulation PA.35.

The approach can be extended to mixed-integer linear programs. Consider
program PA.40 in which some variables are integer while others are real.

PA:40 :

max
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj � bi i ¼ 1;. . .;m ðA:40:1Þ

xj 2 N j ¼ 1;. . .; p ðA:40:2Þ
xj � 0 j ¼ pþ 1;. . .; n ðA:40:3Þ

���������

8>>>>>>>><
>>>>>>>>:

In this case, the optimal robust solution can be determined by solving the
mixed-integer linear program PA.41.

TAB. A.1 – Optimal robust solutions associated with
program PA.39, for different uncertainty domains defined by
the parameter C.

C Optimal robust solution Value

1 (0, 0, 9.0204, 0, 9.8980) 91.0816
2 (0, 1.7778, 2.2222, 2.5926, 2.2222) 51.7037
3 (0, 3.3182, 0.7374, 3.0379, 0.6636) 44.3156
4 (0, 0, 0.9701, 3.5323, 0) 44.0547
5 (0, 0, 0.9701, 3.5323, 0) 44.0547
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PA:41 :

max
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj þ
P
j2Ji

pij þCizi � bi i ¼ 1;. . .;m ðA:41:1Þ

zi þ pij � âijxj i ¼ 1;. . .;m; j 2 Ji ðA:41:2Þ

xj 2 N j ¼ 1;. . .; p ðA:41:3Þ

xj � 0 j ¼ pþ 1;. . .; n ðA:41:4Þ

zi � 0 i ¼ 1;. . .;m ðA:41:5Þ

pij � 0 i ¼ 1;. . .;m; j 2 Ji ðA:41:6Þ

�����������������������

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

In everything we have just seen, the uncertainty affecting some coefficients is
defined by intervals. We now consider the case where the uncertainty is represented
by a set of (discrete) scenarios. A scenario is a set of assumptions about the evolution
of the factors that may influence the value of the coefficients, and several scenarios
are possible. In such an approach, the value of the different coefficients of the
mathematical program considered depends on the scenario.

Consider the linear program PA.42 where the coefficients aij are uncertain.

PA:42 :

max
Pn
j¼1

cjxj

s.t:

Pn
j¼1

aijxj � bi i ¼ 1;. . .;m ðA:42:1Þ
xj � 0 j ¼ 1;. . .; n ðA:42:2Þ

������

8>>>><
>>>>:

A set of scenarios, Sc ¼ fsc1; sc2;. . .; scpg, is envisaged and the values of the
coefficients aij depend on the scenario. It is assumed that for each of these p scenarios
the values of all the coefficients aij are known. For i ¼ 1;. . .;m;
j ¼ 1;. . .; n; and x ¼ 1;. . .; p, axij denotes the value of the coefficient aij in the case of
the scenario scω.

The problem of finding a solution to PA.42 that is feasible for all the scenarios and
that is the least costly – an optimal robust solution – can then be formulated as
PA.43.

PA:43 :

max
Pn
j¼1

cjxj

s.t:

Pn
j¼1

axij xj � bi i ¼ 1;. . .;m; x ¼ 1;. . .; p ðA:43:1Þ

xj � 0 j ¼ 1;. . .; n ðA:43:2Þ

������

8>>>>><
>>>>>:
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We have just shown how to take into account some uncertainty about the
coefficients aij of program PA.42. Let us now consider how to take into account
uncertainty about the coefficients of the economic function, cj. Consider the linear
program PA.42 where the coefficients cj are uncertain. We consider a set of possible
scenarios, Sc ¼ fsc1; sc2;. . .; scpg, and denote the value of the coefficient cj in the case
of the scenario scω as cxj . Several robustness criteria can be considered (see, for
example, Kouvelis and Yu, 1997). We consider here a “max–min” criterion to
measure the quality of a solution. In this approach, a solution is better than all
others if its worst performance – over all scenarios – is better than the worst per-
formance of all other solutions. We first illustrate this robustness criterion on an
optimization problem in graphs (example A.10) and then formulate the search for an
optimal robust solution for program PA.42 with this robustness criterion.

Example A.10. Let us consider the problem of the path of minimum value in a graph
with uncertainty in the arc values, this uncertainty being modelled by a set of possible
scenarios. Note that this is a minimisation problem unlike program PA.43. Let G ¼
ðX ;U Þ be a graph where X ¼ fx1;. . .; xng is the set of vertices and U ¼ fa1;. . .; amg,
the set of arcs. Let Sc ¼ fsc1; sc2;. . .; scpg be the set of possible scenarios. For each
scenario scω 2 Sc, the value of the arc ai 2 U is denoted by cxi . The objective is to
determine a path of minimum value, from vertex x1 to vertex xn, the value of a path
being equal to the sum of the value of its arcs. Here, we use a min–max criterion, i.e.,
we consider the problem of determining, among all the paths in the graph from x1 to xn,
the one whose maximal length, over all the scenarios, is minimal. It is obviously
possible to consider other criteria to take into account this uncertainty on the arc
values. Let us consider an example of the problem with two scenarios.

The considered graph is represented by figure A.3 where each double arrow
connecting two vertices xi and xj actually corresponds to the 2 symmetric arcs ðxi; xjÞ
and ðxj ; xiÞ with identical associated values. For each arc in the graph, the values for

x1 

x3 

x2 

x4 

(2,1) 

(0,1) 

(1,0) 

(1,2) 

(3,2) 

(1,0) 

FIG. A.3 – A symmetric graph with 4 vertices. The value of each arc depends on the scenario
and is indicated in brackets next to the arc: (value in the scenario sc1, value in the scenario
sc2). For example, the value of the arc (x3, x4) and the arc (x4, x3) is equal to 1 for the scenario
sc1 and 0 for the scenario sc2.
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the scenarios sc1 and sc2 are given in brackets (arc value for the scenario sc1, arc
value for the scenario sc2). Let us determine the optimal robust solution, by
enumeration. Table A.2 gives, for all elementary paths from x1 to x4, their respective
values in both scenarios.

We can deduce from table A.2 that, in this example, the optimal path is
π1 = x1 ! x2 ! x3 ! x4 and the optimal value is equal to 2.

The program for determining an optimal robust solution of program PA.42, when
the coefficients of the economic function, cj, are uncertain, is PA.44.

PA:44 :

max a

s.t:

a� P
n

j¼1
cxj xj x ¼ 1;. . .; p ðA:44:1Þ

Pn
j¼1

aijxj � bi i ¼ 1;. . .;m ðA:44:2Þ
xj � 0 j ¼ 1;. . .; n ðA:44:3Þ

����������

8>>>>>>><
>>>>>>>:

Choosing the best possible solution in the worst-case scenario can have a sig-
nificant drawback. Indeed, if one of the scenarios is very pessimistic – regarding the
value of the economic function coefficients –, then the solution chosen will essentially
take into account this single scenario. To overcome this disadvantage, other criteria
can be chosen to evaluate a solution of PA.42 when the coefficients of the economic
function are uncertain. For example, we may be interested in the solution that
minimizes the largest relative gap or “regret” – over all scenarios – between the value
of the selected solution and the value of the optimal solution in the scenario under
consideration. To solve this problem, one must first determine the optimal solutions
in each scenario, i.e., solve program PA:45ðxÞ for each scenario, i.e., for ω = 1,…, p.

PA:45ðxÞ :

max
Pn
j¼1

cxj xj

s.t:

Pn
j¼1

aijxj � bi i ¼ 1;. . .;m ðA:45x:1Þ
xj � 0 j ¼ 1;. . .; n ðA:45x:2Þ

������

8>>>>><
>>>>>:

Let V �x be the optimal value of program PA.45(ω) – for the scenario scω. The
optimal robust solution can be determined by solving program PA.46.

TAB. A.2 – List of all elementary paths, from x1 to x4, in the graph of figure A.3, with their
values in both scenarios.

Name of the
path

Description of the
path

Value of the path in the
scenario sc1

Value of the path in the
scenario sc2

π1 x1 ! x2 ! x3 ! x4 2 1
π2 x1 ! x2 ! x4 1 3
π3 x1 ! x3 ! x2 ! x4 4 3
π4 x1 ! x3 ! x4 3 1
π5 x1 ! x4 3 2
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PA:46 :

min a

s.t:

a� V �x �P
n

j¼1
cxj xi

 !,
V �x x ¼ 1;. . .; p ðA:46:1Þ

Pn
j¼1

aijxj � bi i ¼ 1;. . .;m ðA:46:2Þ

xj � 0 j ¼ 1;. . .; n ðA:46:3Þ

������������

8>>>>>>>>>><
>>>>>>>>>>:

Robust optimization is a rapidly growing branch of mathematical optimization
that attempts to solve an optimization problem by taking into account as best as
possible the various uncertainties that affect it. For a more detailed presentation of the
basics of this optimization field, the reader can consult the references cited below.
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A.9 Set-Covering and Set-Partitioning Problems
We consider a set of elements, E ¼ fe1; e2;. . .; emg, and a set of parts of E,
F ¼ fF1;F2;. . .;Fng. With each element, Fj , of F is associated a cost, cj. The set
covering problem consists in determining a subset of F, of minimal cost, which covers
all the elements of E. In other words, the set covering problem consists in deter-
mining X	F such that [ j : Fj2XFj ¼ E, and which minimizes the cost of X, that is
the quantity

P
j : Fj2X cj. The set X is said to be a cover for E.

One can also look at minimal covers in the inclusion sense. A cover, X, of E is
minimal in the inclusion sense if there are no other covers of E strictly included in X.

Mathematical program associated with the set-covering problem. With each ele-
ment Fj of F, is associated a Boolean variable, xj, which, by definition, is equal to 1 if
and only if Fj is selected to form the minimal cost cover, X, of E, i.e., if Fj 2 X . Let Ji
be the set of indices j belonging to f1;. . .; ng and such that ei 2 Fj . The set-covering
problem – finding a minimal cost cover – can be formulated as the linear program in
Boolean variables PA.47.
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PA:47 :

min
Pn
j¼1

cjxj

s.t:

P
j2Ji

xj � 1 i ¼ 1;. . .;m ðA:47:1Þ
xj 2 f0; 1g j ¼ 1;. . .; n ðA:47:2Þ

�����

8>>>><
>>>>:

If the inequality constraints in PA.47 are replaced by equality constraints, the
resulting program is associated with what is called a set-partitioning problem. This
problem indeed consists in determining a set of elements of F of minimal cost, and
which form a partition of E.

Example A.11. Consider the set-covering problem in which E ¼ fe1; e2; e3; e4; e5g,
F ¼ fF1;F2;F3;F4g with F1 ¼ fe1; e2g, F2 ¼ fe2; e3; e5g, F3 ¼ fe2; e4; e5g, F4 ¼
fe3; e4g and c ¼ f3; 4; 5; 2g. The associated linear program in Boolean variables is
PA.48.

PA:48 :

min 3x1þ 4x2þ 5x3þ 2x4

s.t:
x1� 1 j x3þ x4� 1
x1þ x2þ x3� 1 j x2þ x3� 1
x2þ x4� 1 j x1; x2; x3; x4 2 f0; 1g

������

8>>><
>>>:

The very particular structure of the programs associated with set-covering and
set-partitioning problems make that many simple and effective pre-processing
operations are possible. Suppose, for example, that the set of indices, Jr, appearing
in a constraint r is contained in the set of indices, Js, appearing in a constraint s. In
the case of the set-covering problem, constraint s can be removed. In the case of the
set-partitioning problem, we can set to 0 all variables whose indices belong to Js
without belonging to Jr, and remove the constraint s. Thus, in program PA.48, the
second constraint can be removed. Furthermore, the resolution of the continuous
relaxation of PA.47 often results in an optimal solution in which all the variables take
integer values – 0 or 1. The continuous relaxation of program PA.47 is obtained by
replacing in this program the constraints xj 2 f0; 1g, j ¼ 1;. . .; n, by the constraints
0� xj � 1, j ¼ 1;. . .; n. If this happens, the resolution of PA.47 is particularly easy
since it can be deduced that the optimal solution of the continuous relaxation of
PA.47 – a continuous linear program – is the optimal solution of PA.47.

Set-covering and partitioning problems are two important issues in operations
research with many applications. For more information on the different properties of
these problems and how to approach their resolution, the reader can consult the
references mentioned below.
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A.10 Elements of Graph Theory
An undirected graph, G, is a pair, ðX ;EÞ, composed of a set of vertices,
X ¼ fx1; x2;. . .; xng, and a set of edges, E, each edge connecting two vertices of
X called the ends of the edge. In general, two vertices can be connected by more than
one edge. If this is the case, we are dealing with a multi-graph. In the rest of this
section we consider simple graphs. In such graphs, two vertices are connected by no
more than one edge and there is no loop, i.e., an edge whose two ends are identical.
Each edge is therefore defined by a pair of distinct vertices, fxi; xjg. The two vertices
xi and xj are said to be adjacent. The degree of a vertex is equal to the number of
edges of which this vertex is one end. An adjacency matrix can be associated with
G. It is a n � n-matrix, M, whose general term, mij, is equal to 1 if and only if
vertices xi and xj are adjacent. If these two vertices are not adjacent mij = 0.

A directed graph – or oriented graph – G is a pair, ðX ;AÞ, composed of a set of
vertices, X ¼ fx1; x2;. . .; xng, and a set of arcs, A, each arc being defined by a –

oriented – pair of vertices, ðxi; xjÞ. One says that xi is the initial end of the arc, that xj
is its terminal end, that xi is a predecessor of xj, and that xj is a successor of xi. An arc
whose two ends are identical is called an oriented loop. We are interested here in
oriented graphs without loops – oriented – and for which, for any pair of vertices
(xi, xj), there is at most one arc going from xi to xj. The indegree of a vertex is the
number of arcs of which this vertex is the terminal end, and the outdegree of a vertex
is the number of arcs of which this vertex is the initial end.

Graphs are so named because they can be represented graphically. Each vertex is
represented by a point, each edge by a line connecting its ends, i.e., two points, each
arc by an arrow from its initial end to its terminal end. A graph can be drawn in
several ways: the positions of the points representing the vertices and the shape of
the lines or arrows connecting these vertices can vary.
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Let G ¼ ðX ;U Þ be a directed or undirected graph. An induced sub-graph of G is
a graph having for vertices a subset, X̂ , of the vertices of G, and for arcs/edges only
those of G joining the vertices of X̂ ; a partial sub-graph of G is a graph having for
vertices a subset, X̂ , of the vertices of G and for arcs/edges a subset of those of
G joining the vertices of X̂ . In an oriented graph, a path originating at xi and ending
at xj is defined by a sequence of consecutive arcs, connecting xi to xj. If xi and xj are
identical, then we have a circuit. In the oriented graph in figure A.4, the 3 arcs
ðx2; x3Þ; ðx3; x4Þ, and ðx4; x2Þ define a circuit.

In a graph, oriented or not, a chain connecting xi to xj is a sequence of arcs or
edges placed end to end, and connecting these two vertices. A chain connecting xi to
xj is a cycle if xi and xj are identical and if the edges of the chain are all distinct. The
length of a chain is the number of edges or arcs that compose it, and the length of a
path is the number of arcs that compose it. In the undirected graph of figure A.4, the
4 edges fx1; x2g; fx2; x5g; fx5; x4g, and fx4; x6g form a chain connecting vertices x1
and x6 and in the directed graph of the same figure, the 4 arcs
ðx2; x1Þ; ðx2; x3Þ; ðx3; x4Þ, and ðx6; x4Þ form a chain connecting these same two vertices.

A graph – oriented or not – is connected if and only if any pair of vertices is
linked by a chain. The distance between two vertices of a connected graph is the
length of the chain that links them, with the smallest number of edges – or arcs. The
diameter of a connected graph is the greatest distance between two vertices of that
graph, among all pairs of vertices. A real value – sometimes called a weight – can be
associated with each arc of G. The value of a path/chain is then equal to the sum of
the values of the arcs/edges that compose it. A connected component of a graph G is
a sub-graph, G0, of G, which is connected and maximal in the inclusion sense – no
other connected sub-graph of G contains G0.

An oriented graph is strongly connected if and only if for any oriented pair of
vertices, (xi, xj), there is a path from xi to xj. A strongly connected component of an
oriented graph, G, is a sub-graph, G0, of G, which is strongly connected and max-
imal in the inclusion sense – no other strongly connected sub-graph of G contains G0.
The two graphs in figure A.4 are connected. The sub-graph of the oriented graph in
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FIG. A.4 – An example of an undirected graph and a directed graph with 7 vertices. Here, a
double arrow connecting two vertices xi and xj – for example x2 and x7 – means that the graph
includes an arc from xi to xj and an arc from xj to xi.
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this figure, induced by the vertex set fx2; x3; x4; x5; x6; x7g, is a strongly connected
component of this graph.

A tree is an undirected graph that has no cycle and is connected (figure A.5).
A tree can be defined in many ways. For example, G is a tree if G is without cycles
and has n−1 edges, or G is a tree if G is connected and has n−1 edges – n denotes the
number of vertices of the graph.

If in a tree a particular vertex, r, is chosen and the edges of this tree are oriented
so that there is a – unique – path from r to all other vertices, one obtains an
arborescence of root r (figure A.6).

We can also define an arborescence as an oriented graph without circuits
admitting a particular vertex, r, called root, and such that there is a single path from
r to all the other vertices of the graph.

Given a connected undirected graph, G, a spanning tree of G is a partial
sub-graph of G whose vertices are those of G, and which is a tree. A classical
problem, when values are assigned to the edges of G, is to determine a spanning tree
of minimal value, the value of a tree being equal to the sum of the values of its edges.
There are efficient algorithms to solve this problem. One can also look at the

x1 

x2 

x3 x4 

x5 

x7 

x6 

FIG. A.5 – An example of a tree with 7 vertices.
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FIG. A.6 – An example of an arborescence constructed from the tree in figure A.5 and whose
root is vertex x2.
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spanning tree of minimal value in an oriented graph. The tree in figure A.7 is a
spanning tree of minimal value for the graph in figure A.8.

Consider an undirected graph, G = (X, E), and a subset of vertices, X̂ , included
in X. With each edge {xi, xj} of E, is associated a positive or zero value. The Steiner
tree problem consists in determining a partial sub-graph of G that includes all the
vertices of X̂ , which is a tree, and whose value is as small as possible. Recall that the
value of a tree is equal to the sum of the values of its edges. This problem is usually
difficult. Consider the graph in figure A.8. The values of the edges are shown next to
the edges. Suppose that the set X̂ consists of vertices x1, x4, and x7 – the required
vertices. The Steiner tree of minimal value is given in figure A.9.

A transportation network is defined by an oriented graph, G = (X, A), with two
particular vertices, x1, which is the source of the network and xn, which is its sink. To
simplify the presentation, it is assumed that no arc ends at x1 and no arc starts at xn.
Each arc in the graph has an associated capacity. It is assumed that there is no
useless vertex, i.e., for any vertex xi of X, there is a path from x1 to xn passing
through xi. In a transportation network, G, a flow is the assignment of a
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FIG. A.7 – A spanning tree of minimal value (12) associated with the graph in figure A.8.
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FIG. A.8 – A connected undirected graph with values associated to each edge and a set of

mandatory vertices X̂ ¼ fx1; x4; x7g.
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non-negative real value to each arc of G – the flow on that arc – which can be
interpreted, for example, as a quantity of matter transported on that arc, such that,
in each vertex, the sum of the incoming flows – on the arcs of which this vertex is the
terminal end – is equal to the sum of the outgoing flows – on the arcs of which this
vertex is the initial end. This flow must take into account the capacity assigned to
each arc, this capacity reflecting an upper limit of the flow allowed on that arc.
The value of the flow is equal to the sum of the flows emanating from x1 or entering
xn. It is easy to show that these two quantities are equal. A classical problem, for
which efficient algorithms exist and which has many applications, consists in
determining a flow of maximal value on the considered network. Let us consider the
transportation network in figure A.10. The capacities of the arcs are given in square
brackets next to the arcs. A flow from x1 to x7, of value 13, is shown in figure A.10.
The corresponding flow of each arc is noted between brackets next to it.

x1 

x2 

x4 

x5 

x7 

4 2 3 

2 

FIG. A.9 – A Steiner tree of minimal value (11) associated with the graph in figure A.8 when

the set of mandatory vertices is X̂ ¼ fx1; x4; x7g.
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FIG. A.10 – A transportation network whose source is vertex x1 and sink is vertex x7, and a
flow of value 13 on this network.

Appendix 331



The flow indicated in figure A.10 is not a maximal flow because there is a flow
with a value of 15 from x1 to x7 (figure A.11). It can be shown that the value of this
new flow is maximal.

Publications concerning graph theory, a branch of mathematics in its own right,
are extremely numerous. For more information on the basic notions of this very
dynamic discipline, the reader can consult the references cited below.
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A.11 Markov Chains
A Markov chain allows to model the dynamic evolution of a random system with
N states, S1, S2,…, SN. The system – or the chain – is initially in one of the states,
and passes successively from one state to another. Each movement constitutes a step
or a transition. If the chain is, at a given instant, in state Si, then it passes into state
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FIG. A.11 – A flow of maximal value (15) on the transportation network in figure A.10.
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Sj, at the following instant with a probability denoted by pij, and this probability
does not depend on the state in which the chain was previously – nor on the con-
sidered instant for a homogeneous chain. The probabilities pij are called transition
probabilities. The process can also remain in state Si in which it was, and this
happens with a probability pii. If this probability is equal to 1, state Si is said to be
absorbing. The set of these transition probabilities constitutes the transition
probability matrix. A graph can be easily associated with this matrix. Figure A.12
presents such a graph for a chain defined on 5 states. Note that, for all i 2 f1;. . .;Ng,PN

j¼1 pij ¼ 1.
The starting state of the chain is defined by the initial probability distribution of

states S1, S2,…, SN. This is often done by specifying a particular state as the starting
state. Markov chains allow a large number of situations to be modelled in a variety of
fields. The study of a Markov chain aims at studying the evolution of the system
described by this chain. One can be interested, for example, in the probability of
being in state Sj at the end of p transitions when the initial state is Si. One can also
seek to determine the probability distribution of the states after a very large (in-
finite) number of transitions – if this limiting distribution exists. One can also be
interested in the probability of entering state Sj for the first time after p transitions,
starting from state Si. Some chains are said to be absorbing. In this case, there is at
least one absorbing state and, from any non-absorbing state, an absorbing state can
be reached in one or several transitions. For any absorbing Markov chain and for any
starting state, the probability of being in an absorbing state after p transitions tends
to 1 when p tends to infinity. In such chains, one can look at the probability of
ending up in a given absorbing state – if there are several absorbing states – or at the
expected number of transitions through the non-absorbing state Sj, starting from the
non-absorbing state Si, before ending up in an absorbing state. One can also look at
the number of transitions it will take on average to reach an absorbing state, taking
into account the initial state of the chain.
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FIG. A.12 – Graph associated with a Markov chain with 5 states S1, S2,…, S5. If, at the time
n, the chain is in state S5, then at the time n + 1 it will be in one of the 2 following states:
again in state S5 with the probability p55 or in state S4 with the probability p54
(p54 + p55 = 1).
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Example A.12. Consider a Markov chain with the 5 states, S1, S2, S3, S4, and S5, and
whose transition probability matrix is the matrix M below. The value at the
intersection of row i and column j is the transition probability from state Si to state
Sj, i.e., the probability pij. Thus, when the chain is at the instant n in state S3, it can
be at the instant n + 1 either in state S1, with the probability 0.4, or in state S3,
with the probability 0.4, or in state S4, with the probability 0.1, or in state S5, with
the probability 0.1. This chain has 3 transient states, S1, S2, and S3, and 2 absorbing
states, S4 and S5. A state is transient if the system, being in this state, may not
return to this state.

M ¼

0:4 0:5 0 0 0:1
0 0:5 0:3 0:1 0:1
0:4 0 0:4 0:1 0:1
0 0 0 1 0
0 0 0 0 1

0
BBBB@

1
CCCCA

Let us denote by Z the sub-matrix of transition probabilities between transient
states and by D the sub-matrix of transition probabilities from a transient state to
an absorbing state. In this example,

Z ¼
0:4 0:5 0
0 0:5 0:3
0:4 0 0:4

0
@

1
A and D ¼

0 0:1
0:1 0:1
0:1 0:1

0
@

1
A:

Let us denote by πij the expected number of passages through state Sj – transient
– starting from state Si – transient – before absorption, and by Π the matrix whose
general term is πij. We can show that Π= (I−Z)−1 where I designates the identity
matrix of the same dimension as Z. In our example, Π is equal to the inverse of the
matrix

I � Z ¼
1� 0:4 �0:5 0
0 1� 0:5 �0:3
�0:4 0 1� 0:4

0
@

1
A; i:e:; P ¼

2:5 2:5 1:25
1 3 1:5
5=3 5=3 2:5

0
@

1
A:

Thus, starting from state S2, the system will go on average 3 times through this
same state before absorption. Let us now look at the probability, being in state Si,
i = 1, 2, 3, of ending up in the absorbing state Sj, j = 4, 5. Let aij be this probability
and A be the matrix of general term aij. We can show that A = Π.D. In our example,

A ¼
0:375 0:625
0:45 0:55
1:25=3 1:75=3

0
@

1
A:

Thus, starting from state S1, the system will end up in the absorbing state S5
with a probability equal to 0.625.

Markov chain theory has proven to be very effective in modelling and studying
many concrete or theoretical random phenomena. For a more detailed presentation
of this theory the reader can consult the references cited below.
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cost, 108–112, 115, 121
design of an optimal network, 107
disadvantage, 108, 113, 114
graph optimization, 112
grizzly bear movement, 113
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K
Kinship, 246, 261, 263, 266

average, 246, 260, 263, 266
coefficient, 257, 259, 261, 262, 264
founder population, 260, 264
generated population, 261, 264
optimal reserve, 15, 17, 37, 41, 43, 51,

75, 76, 85, 86, 97, 137, 140, 150,
151, 156
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Landscape fragmentation, 23

cost, 28, 29
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Mean Nearest Neighbour Distance,
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Mean Proximity Index, 24, 25
Mean Shape Index, 24

minimization, 30, 31
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Linear programming
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in Boolean variables, 3, 6, 8, 9, 26, 28,

74, 84, 88, 102, 132, 133, 135, 142,
144, 171, 174, 176, 183, 184, 208,
211, 216, 237, 252, 300, 324

in mixed-integer variables, 96
in integer variables, 183, 266

continuous relaxation, 49, 264, 300,
305, 308, 310, 326

totally unimodular matrices, 300
set-covering problem, 5, 325
set-partitioning problem, 325

M
Markov chain, 15, 327

absorbing state, 333, 334
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associated graph, 327
limiting distribution, 333
transient state, 333
transition probability, 332, 333

Matrix
minor, 87
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vertex-edge incidence, 89

338 Index



N
Noah’s Ark

approximate solution, 208, 212, 222,
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generalized problem, 211
problem, 209

Non-linear programming
approximate solution, 194, 206, 212,
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approximation, 93, 94
in Boolean variables, 3, 6, 8, 9, 26, 28,

74, 84, 88, 102, 132, 133–135, 142,
144, 171, 174, 176, 183, 184, 208,
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in mixed-integer variables, 94, 111
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definition, 199, 200
expected, 305, 334
greedy algorithm, 203, 209
influence of the initial survival

probability values, 209
optimal reserve, 15, 17, 37, 41, 43, 51,
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152, 157, 162, 165, 176, 192, 248,
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robust, 270
scenario, 210, 211, 224, 226
uncertain survival probability, 223
uncertainty in the tree, 300
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Phylogenetic tree, 199
branch, 230
branch length, 230
evolutionary history, 199
root, 200
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uncertainty, 228, 231

Q
Quadratic programming, 302, 305

convex, 263, 264, 303, 305
convex continuous relaxation, 304, 306
convexification, 305, 308
eigenvalues, 309
in Boolean variables, 306, 307

in mixed-integer variables, 120
linearization, 60, 120, 253, 305–307
positive semidefinite matrix, 303, 310
pre-treatments, 310

R
Replication, 5
Reserve

area, 28, 56, 57
basic models, 3
boundary, 55
buffer part, 81–84
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compact, 56, 57
connected and compact, 65, 67
connected, 37
diameter, 56, 57, 59, 61
distance between zones, 57, 68
eccentricity, 68–71
ecological benefit, 17
expected number of surviving species,

137
goal programming, 272, 279
mandatory zone, 15, 42, 46
number of protected species, 7, 12, 14
perimeter, 55–57
radius, 68
regret, 175, 185, 189, 194, 195, 197
robust, 152–154, 157, 160, 165, 170,

182, 184, 195
SLOSS debate, 23
spatial configuration, 23, 79
species richness, 2, 7
survival probability, 132–134, 140,

142, 152, 156, 158, 162, 163, 165
worst-case scenario, 173, 175, 182, 183,

185, 192, 194
Robustness in mathematical

programming, 318
interval approach, 319
scenario approach, 322

S
Scenario, 169

regret, 176, 185, 189, 194, 196
robust reserve, 171
survival probability, 182
probability, 290–293
worst-case, 173, 175, 182, 183, 185,
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Set covering problem, 325, 326
Set-partitioning problem, 325, 326
Species

evolutionary history, 2, 199
level of protection, 2, 97
population, 2
probability of occurrence, 135
probability, 26
regret, 24
relative abundance, 15, 258

species richness, 7, 258
survival probability, 131, 181, 203,

205–209
expected number of surviving species,

138, 191, 195
uncertain, 131, 152–154, 158, 162,

164–166, 169, 223
threat, 17
threatened, 1, 17, 18
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